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1 Introduction29

T. Virdee30

CMS uses a right-handed coordinate system, with the origin at the nominal interaction point,31

the x-axis pointing to the centre of the LHC, the y-axis pointing up (perpendicular to the LHC32

plane), and the z-axis along the anticlockwise-beam direction. The polar angle, θ, is measured33

from the positive z-axis and the azimuthal angle, φ, is measured in the x-y plane.34

2 Magnet, Infrastucture, Commissioning and Operation35

2.1 Infrastructure36

W. Zeuner37

To operate and maintain a complex particle physics detector as CMS, several general services38

are necessary. The most important ones are discussed in the following.39

2.1.1 Detector powering40

The CMS detector itself as well as all installations to operate it on site is powered by electri-41

cal power. The total steady state consumption of the PT5 site with CMS operating amounts42

to about 9MW [1]. The total installed power input is about 13.5MW. This power is provided43

mainly by two networks [2]. The general service power arrives the site through an 18KV line44

inside the LHC tunnel. On site the 18KV are transformed into 230-400V, 50Hz AC. It is used45

to operate on-site building services such as lighting, ventilation, elevators and access systems.46

Depending on the importance for safe operation, the consumers of this network are connected47

to uninterruptable power supplies (UPS) that allow bridging power outages of 2-30 minutes48

and that act as filters for transients originating from power glitches and fluctuations in the49

400kV system outside the CMS site. The entire system is backed up by a diesel engine 75050

kVA electrical power, allowing to continue running services relevant for personnel safety, as51

emergency lights, ventilation and elevators, for an extended time. The electrical system is op-52

erated and monitored by PLCs that require electrical power. For the safe operation of the entire53

electrical infrastructure a highly redundant network of 48/24V DC is fed from general service54

power. To ensure continuous operation under almost all circumstances this system is equipped55

with large battery backed uninterruptable power supplies, allowing running autonomously for56

several hours in case also the Diesel fails. This system also provides a very limited amount of57

electricity at 230V AC to operate anti-panic lights in the underground facilities.58

The electricity of the second power source, the so-called machine power, arrives via an 18KV59

surface line from PT6. On site it is transformed into 230-400V AC, available as single phase,60

three phase and three phase plus neutral return. This provides the necessary flexibility to be61

able to connect the large variety of powering equipment and electronics needed for a detector62

of the complexity of CMS. To avoid waveform distortions resulting from the inductive load of63

the magnets this 18KV system is equipped with static compensators located at PT6. The largest64

consumers of this power are the cooling stations with 5.5MW and the electronic racks, with65

up to 2.3MW. The low voltage for the front-end-electronics requires 1MW [1]. Those systems,66

which are vulnerable to transients from power glitches or to distortions arising from switching67

on the compensator are connected to battery backed UPS.68
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2.1.2 Detector cooling69

The general design philosophy for the CMS infrastructure was that each sub-system has to70

cool away any excess heat produced by its consumers. The general cooling and ventilation71

system of the underground caverns should not be additionally charged with heat produced by72

electrical load. In general this principle was followed by all components. As a consequence,73

the large consumption of electricity by CMS requires powerful cooling systems. The largest74

system is the electronic racks dissipating 1.6 MW, followed by the front-end-electronics with75

0.8 MW [1]. Underground there are five independent cooling circuits, each of them with their76

own chiller, pumps and regulation that distribute 18 ◦C.77

2.1.3 Gas system78

The CMS experiment at the LHC makes use of several gaseous particle detectors for muon79

identifications as well as for other studies in the high η regions close to the beam pipe. The80

muon system is employing three different detectors: Cathode Strip Chambers (CSCs), Drift81

Tubes (DTs) and Resistive Plate Chambers (RPCs). In the high η regions two other detectors82

are installed TOTEM-T1 and T2, consisting of CSCs and GEMs, respectively. Each type of83

detector is equipped with a dedicated gas system having the function to provide the suitable84

gas mixture for the detector operation in terms of mixing ration between the main components85

and also in terms of impurities, mainly oxygen, nitrogen and water that may be accumulated86

during extended periods of operation. Each gas system is equipped with a PLC running the87

control software. The gas systems for all LHC experiments were built according to a common88

standard to minimize manpower and costs for maintenance and operation. Basically identical89

modules can be individually configured to satisfy the specific needs of every gaseous particle90

detector. Most of the gas systems are designed to re-circulate 90% to 95% of the injected gas.91

As a gas exchange rate between 0.1-0.5 volumes per hour is required for operation and the92

total detector volumes vary of between 14m3 and 250m3 re-circulation is the only way to keep93

the cost for the primary gas supplies under control. Furthermore this approach reduces to a94

minimum the consumption of greenhouse gases as, SF6, C2H2F4 and CO2.95

The gas systems of CMS are distributed over three different areas at the surface and under-96

ground, connected by several hundred meters of pipes. The primary gas supplies, the gas97

mixing modules, the purifier modules, the exhaust modules and the gas analysis modules are98

located in a dedicated gas building at the surface. The primary gases used at CMS are Ar, CO2,99

CF4, C2H2F4, iC4H10, SF6, Ar/H2 and N2, each provided by two independent supplies that100

are automatically changed over when one set of gas cylinders is empty. Gases that are liquid101

at ambient temperature and low pressure (i.e. C2H2F4, iC4H10) are permanently heated. PLC102

controlled Mass Flow Controllers are used to mix the primary gases in the correct proportion.103

After mixing at the surface all gases used at CMS are non-flammable. From the surface building104

the gases are transported through some hundred meters long pipes to pre-distribution mod-105

ules located in an underground gas room. From there the gas mixtures are distributed to the106

different final distributions racks located in the experimental cavern. The underground gas107

room houses a circulation pump to collect the return gas from the detectors and to send it back108

to the surface building where it is purified before being re-used. Regulation valves located on109

the return lines are responsible for the pressure regulation in different regions of the detectors.110

Table of key parameters for CMS/Totem gas systems.111

2.1.4 Compressed dry air and nitrogen supplies112

CMS uses nitrogen for inerting, drying to avoid condensation and to steer pneumatic valves.113

When the detector is closed its inner part flushed with nitrogen. Particularly the inner volumes114
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of the Pixel detector and the Silicon tracker have to be kept very dry to allow operating at low115

temperatures; therefore they are particularly carefully sealed. For fire prevention the paraffin116

end-wall of the Preshower inside the vacuum tank of the magnet has to be in a nitrogen atmo-117

sphere. The photo detectors of the ECAL and HCAL are very sensitive to helium, which can118

be released in case of a fast dump of the solenoid. Therefore they are also permanently flushed119

with nitrogen. The nitrogen system is backed up by compressed dry air, which kicks in if the120

nitrogen system fails. As a second backup the inner detector will be flushed by nitrogen from121

a battery of bottles. For safety reasons the flushing is switched to dry air during maintenance122

when the yoke is open. Furthermore dry air is used to flush cooling cabinets that are accessible123

to keep the dew point well below the water condensation limit and to operate pneumatic valves124

of the cryogenic system of the magnet. The current average consumption is about 105 Nm3/h125

of compressed dry air and about 62 Nm3/h of nitrogen. For the future the installation of a large126

production plant for dry gas is foreseen that can provide up to 400 Nm3/h of either dry air or127

nitrogen, allowing the inner silicon detectors to be operated at temperatures far below 0 ◦C.128

2.1.5 Moving system to open and close the detector129

The CMS yoke has been constructed in 11 slices perpendicular to the beam axis. The HF towers130

in front of the yoke can be lowered to the cavern floor and moved into alcoves at the headwalls131

of the UXC cavern, leaving about 10m to open the yoke on each end of the hall. The central132

piece carries the solenoid and is bolted to the cavern floor. On each end, three endcap disks and133

two barrel wheels can be opened and separated, giving relatively quick access to any detector134

component, including the Pixel detector and the Silicon tracker inside the vacuum tank of the135

solenoid. The three endcap disks on each end are connected with a movable cable chain allow-136

ing to separate any two adjacent disks up to 3.7m. The elements are moved on a system of air137

pads for any long-range movements. For the final approach below about 10cm and for the lock-138

ing of the disks together they move on almost friction free grease pads, allowing a precision139

positioning of the elements to about 1mm. The elements are pulled with a hydraulic strand140

jack system with 6 jacks. The cavern floor has a slight tilt (1.234%). Therefore, for the uphill141

move the system has to pull with about 2.5% of the moving mass, which is about 2600t for the142

three coupled endcap disks. Constant and smooth down hill movements require a pulling as143

well as a retaining hydraulic. The elements move with the beam pipe in place. The smallest144

clearance of about 5cm has the YE1 disk when moving over flanges. A sophisticated system145

of proximity sensors, lasers and tilt sensor allow monitoring the ideal line of movement with a146

precision of a few millimeters.147

2.1.6 Operational Experience148

In general all infrastructures worked remarkably well from the beginning. The most frequent149

interruption of operation is caused by power failures. To reduce the impact of power failures150

and to improve the recovery time the UPS coverage has been continuously improved. This151

process will continue through the long shutdown, starting end of 2012. First those components152

were backed up, which suffered damage from sudden cut-offs. They now can ride through153

power glitches and in case of a real outage they will be ramped down automatically in a con-154

trolled way, minimizing possible damage. In its final state the system will allow CMS to ride155

through outage of a few seconds and shutdown the entire system in a controlled way for out-156

ages of longer duration. The highest priority during all power cuts is to keep the magnet run-157

ning. A fast discharge will heat up the coil to about 80K, requiring 3-4 days cooling before the it158

can be switched back on. Even a slow discharge that cannot be intercepted will lead to at least159

8 hours interruption of the magnet operation. The coldbox can continue running for about 30160

minutes and afterwards a local Dewar can provide He for couple of hours. The main concern161
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is to keep the cooling water temperature for the power converters below 27 ◦C. Major power162

outages often also affect the cooling systems, either locally or CERN wide. If the local pumps163

can be restarted quickly the large heat capacity of the circuits slows down the temperature rise,164

even without cooling on the primary circuit, which is shared by all underground cooling cir-165

cuits. By quickly switching off all major power consumers of the detector in the large majority166

of cases a ramp down of the magnet could be avoided. As power failures usually also affect167

the LHC, they did not yet cause any significant data loss.168

In August 2011 a series of, one by one harmless, equipment failures together with some hidden169

faults in parameter settings and steering software lead to a data loss of about 100pb-1. In short170

a leak in a safety valve triggered frequent refills of the leaky circuit, causing pressure variations171

in the filling circuit, which due to a software bug created an alarm stopping the chiller of filling172

circuit.173

Up to now this was the only data loss of CMS caused by a failure of infrastructure. The un-174

derground cooling circuits of CMS using demineralized water have a common buffer tank,175

including the circuit for the magnet infrastructure. Practical experience showed that main-176

tenance and repair work at any of these circuits can disturb the magnet cooling through the177

connection via the buffer tank. To make the system more robust buffer tank of the magnet cir-178

cuit will be separated from the other circuits during the coming shutdown. All gas systems are179

very reliable and stable, sometimes even able to compensate for instabilities due to gas leaks180

of the detectors. The gas analysis is the most complicated part of the system and it is a key181

issue for stable long-term operation of the CMS. Maintaining and improving the gas analysis182

systems has a high priority for the coming years.183

The possibility to relatively quickly open the detector to give access to any component with a184

few weeks is a unique feature of CMS. The opening system has been proven to work reliably.185

However, moving objects of several thousand tons along the beam pipe with only a few cen-186

timeter clearances has a certain risk. The current system requires about 10 highly specialized187

persons to safely open CMS. The running schema of LHC with several years of operation with188

only minimum interruption for maintenance makes it particularly difficult to maintain a highly189

skilled opening team. Therefore attempts are underway to simplify the operation. The move-190

ments will become more reproducible, position corrections in particular those perpendicular191

to the beam axis will become simpler and parts of the monitoring will be automatized. With192

that the CMS collaboration will maintain the possibility to safely and quickly open the detector193

whenever necessary.194

2.1.7 Acknowledgments195

Andrea Gaddi, Roberto Guida and Sergei Lusin are gratefully acknowledged for valuable dis-196

cussions and providing technical details.197

2.2 Magnet198

B. Cure199

The superconducting magnet for the CMS experiment is among the biggest and most powerful200

magnets in operation to date in high-energy physics. The CMS magnet has a free bore of 6-m201

diameter and a 12.5 m length, with a maximum stored energy of 2.6 GJ at the design field of 4202

T at the interaction point (IP) of the detector. The magnet is a superconducting solenoid with203

a 10’000 ton iron yoke comprising the barrel wheels and the endcaps. The coil is operated at204

4.5 K. The operation field is 3.8 T at the IP, enough to provide the requested resolution for the205
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physics at LHC, and it offers a gain of about 10 % on the temperature margin, with a margin of206

2.1 K at 3.8 T and 1.9 K at 4 T.207

2.2.1 Operational experience and data208

Field stability. The magnetic field is precisely measured with high field NMR probes covering a209

range from 3 T to 4.6 T. The probes are installed within the inner detector volume at 4 locations:210

two probes on the mid-plane Z=0 on the external radius of the HB detector, plus two probes211

on the tracker bulkhead. Over the past 6 years, the NMR measurements have been very stable212

with a standard deviation σ < 3.10−5 T. The magnet current ripple is about 1 ppm (18164 0.02213

A). No noticeable displacement of the coil has been recorded.214

Magnet cooling time. The coil cooling time from 300 K to 4.5 K is about 24 days. Following215

a fast discharge (FD), the coil temperature reaches 67 K in average, and it takes 5 days to cool216

down the magnet and refill the liquid helium levels in the cryostats. During the year-end217

shutdown when the annual maintenance takes place on the cryogenics and the water-cooling218

system, the magnet temperature is left floating and reaches about 90 K in 40 days. Then it takes219

7 days to cool down the magnet to 4.5 K (figure 1).220

Figure 1: The profiles of the coil maximum and minimum temperatures during the cooling
from 90 K to 4.5 K.

Magnet ramps and electrical characteristics. The magnet current ramps and discharges on the221

dump resistor are displayed in 2. The CMS magnet takes advantage of a 20 kA +26V/-23V222

two-quadrant dc converter allowing both the ramp up and down of the current in between223

±1.5 A/s, with the possibility to stop the ramp at intermediate current if the operation condi-224

tions request so, limiting both the number of magnetic cycles of the magnet and the number225

of openings of the switch breakers. The coil insulation to ground is excellent, and the last226

measurement, done in March 2012 on the coil at 4.5 K with both the busbars and the dump227

resistance connected, has indicated a resistance to ground above 34 MΩ. The reliability and228

sturdiness of the magnet powering and discharge circuits have been confirmed over the past229

years of operation. This is of primary importance to ensure the general detector safety with230

respect to the very high energy stored in the magnet and its high energy-over-mass ratio, re-231

spectively 2.3 GJ and 10.6 kJ/kg when operating the magnet at 3.8 T.232

Magnetic fringe field. The fringe field around the magnet yoke is not negligible and it affects233

all the underground areas. Therefore the work in the experimental area is organized according234
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Figure 2: The magnet current ramp and discharge profiles.

to the status of the magnet. The stray field prevents mostly all the mechanical activities. Figure235

3 shows the computed stray field in UXC5.236

Figure 3: The CMS magnet stray field in UXC55, with 3.8 T at IP, in the horizontal mid-plane
Y=0, scale in mT, from 0 to 120 mT, with 5 mT increment (courtesy Vyacheslav Klyukhin).

Magnet availability at 3.8T. The technical interventions on the magnet have been carefully237

organized by the CMS Technical Coordination (TC) and the magnet team to prevent any risk238

of interfering with the data taking. In Table 1, the availability of the magnet is given. The239

availability of the magnet at 3.8 T is given as a percentage of the total time when the magnet240

was requested at 3.8 T. The overall magnet working time at 3.8 T is also given, together with241

the durations of the planned and unexpected stops, as a percentage of the total time from the242

magnet start at the beginning of the year till its stop before the year-end shutdown.243

Quantity of magnetic and thermal cycles. The number of magnetic cycles from zero to the244

nominal magnetic field of 3.8 T is limited as much as possible to preserve the magnet lifetime.245

As a consequence, the magnet is not systematically stopped when the access to the experimen-246
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In % time Year 2010 Year 2011
Beam time loss none none
Availability at 3.8T for physics 99.97 % 100 %
Overall working time at 3.8T 99.97 % 84.79 %
Planned magnet stops 11.71 % 12.21 %
Unexpected magnet stops 1.28 % 3.00 %

Table 1: CMS magnet availability in operation during the 2010 and 2011 physics runs.

2006 2008 2009 2010 2011 2012 Total
Quantity 12 12 10 14 7 2 57
On request 9 9 5 7 4 1 35
Unexpected 3 3 5 7 3 1 22
FD at nominal field 5 1 1 0 2 0 9

Table 2: Summary of the magnetic cycles of the CMS magnet

tal cavern is granted for a short access or a technical stop. The total quantity of the magnetic247

cycles is summarized in 2.248

Figure 4: The CMS magnet thermal cycle number from 4.5 K since the year 2006.

The largest number of magnetic cycles in 2010 is due to the 5 unexpected field reductions per-249

formed to solve the coldbox turbine filter regeneration issue. Concerning the thermal cycles,250

the magnet has been warmed up to room temperature twice, in 2006 and 2008. There have251

been a total of 9 fast discharges at nominal current, including the surface test commissioning,252

causing an average temperature rise to 67 K. The magnet temperature also increases when the253

coldbox stops, either accidentally or for regeneration, causing a temperature rise kept below 60254

K. The summary is given in figure 4.255

Effects of the magnetic and thermal cycles of the CMS magnet. During the magnetic and256

thermal cycles of the magnet, the stresses and strains appearing in the superconductor high257

purity aluminum (HPA) stabilizer induce a degradation of its electrical conductivity. A strain258

of 0.15% is a typical value for the CMS magnet with a central field of 4 T. The effect of cyclic259

strains from zero to 0.15% on the HPA electrical resistivity was measured on samples. From260

the data in [3], the Residual Resistivity Ratio (RRR) of the HPA stabilizer is computed and the261

results are shown in figure 5 together with the RRR measured on the CMS coil. So far only few262

measurements could be made, as the magnet must be at an average temperature of about 15263
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K to measure the RRR. The RRR value after 54 cycles is about 1900. The CMS magnet design264

studies [4] indicated that a RRR of 500 is still good enough for the coil stability.265

Figure 5: Computed and measured RRR of the CMS conductor HPA stabilizer as a function of
the cycle number at 0.15% cyclic strain.

2.2.2 Problems encountered and causing magnetic cycles266

So far the coil never quenched untimely. The magnet safety system worked very well and it267

systematically triggered when the operating conditions were outside the nominal range. All268

the quench detectors have been working correctly to date.269

CMS cryogenic plant. Most of the problems met with the cryoplant arise from pollution due270

to residual traces of either air or humidity. Such a pollution can cause the blockage of the first271

heat exchanger of the cold box resulting in a loss of refrigeration power. A full regeneration272

of the cold box at room temperature is then needed with the magnet off and not refrigerated.273

This operation must be repeated after 5 months of operation in average, and it takes about one274

week. It is scheduled each year during the period of the LHC technical stops. The pollution275

causes also a pressure drop that builds up on the cold box turbine filters. The regeneration276

of these filters can now be made with the magnet a t nominal field. It takes only a couple of277

hour. It was tested in 2008, and repeated recently in 2012. Other issues were due to faulty278

sensors or components, causing a magnet ramp down. One turbine of the cold box broke in279

2009. Complementary spare parts were purchased. It didn’t repeat.280

Power cuts. Only three CERN-wide power cuts caused a stop of the magnet over the past281

years: one in 2009, one in 2010 and one in 2011.282

Water Cooling. The water cooling system never directly caused a magnet stop. It mostly affects283

the helium compressors and the cold box when the services are switch off by power cuts, but284

it can be at best recovered quickly in typically a couple of hours without field reduction. Only285

twice it caused a reduction of the magnetic field.286

Powering system. One slow discharge was due to a faulty sensor, plus three unintentional287

switch off by the power converter operators.288

2.3 Commissioning289

T. Camporesi290
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2.3.1 Introduction291

The global commissioning of a project like CMS can be separated into three main phases:292

1. The availability of an acquisition framework for test beam or laboratory tests, developed293

centrally, which starts integrating the control and data flow concepts of the XDAQ 5.294

Such ’standalone’ acquisition systems became available around 2004. The move from295

home developed acquisition systems to the CMS acquisition framework was the first step296

which allowed the members of the various projects to become acquainted with the control297

and Hardware environment of CMS.298

2. The CMS slice test performed in 2006 at the occasion of the first magnet test, performed299

on the surface to qualify the magnet ([5]) was the first occasion where most sub detector300

and the early instantiation of the trigger system came together. This test down under301

severe time constraints and with just a few elements of the sub detectors was an impor-302

tant step towards forming the CMS team which would work for the subsequent years to303

commission the detector. In many areas shortcuts and patches had to be implemented304

to allow collecting the first set of CMS cosmic ray data, but the test allowed the identi-305

fication of the key areas in the DAQ and trigger frameworks n which needed work and306

improved functionality. The first rudimentary Slow control system and safety interlocks307

were also deployed and tested at this time.308

3. The lowering of the CMS detector elements into the experimental cavern and their con-309

nection to the final readout electronics at LHC point 5 started the final phase of the com-310

missioning of CMS: the first element available to be readout was the one of the forward311

Calorimeters (HF-) early in 2007.312

In this paper we will report only about the third phase. The way CMS was installed makes313

the commissioning phase completely entangled with the installation phase: commissioning314

progressed in conjunction , and sometime in competition, with installation. The last element315

of CMS to be installed was the second ECAL end cap calorimeter in 2009 and its integration316

in the CMS readout and trigger might be considered to mark the end of the commissioning of317

CMS and the start of the Running of CMS. The activities during this period can be separated318

into three main categories which had at times different and possibly contrasting needs with319

respect to service and infrastructure availability. In the following we use the terms ”Global’320

or ’Central’ to identify activities which involved more than 1 subsystem and ’Local’ or ’Stand-321

laone’ to identify commissioning activities of a single subsystem.322

1. The commissioning of sub detector elements in ’stand-alone’ mode: most sub detector323

teams worked shifts from the moment their detector elements were connected to the324

readout. Each subsystem had brought their software and control environment from the325

laboratory or test beam experience. The standalone readout of the detectors was easily326

brought to the CMS environment. During this phase each CMS partition had its own Lo-327

cal Trigger Controller board which allowed development of control sequences for local328

data taking similar to the ones needed for central data taking. Clearly local runs were329

incompatible with central runs and were requiring dedicated services like power and330

cooling and had safety constraints.331

2. The central DAQ setup and Global trigger system had integrated ways to exercise and332

stress-test their setups in stand-alone mode: e.g. the DAQ could read fake data frames333

from the FRLs and the trigger could inject patterns into the global trigger sub-units. Such334
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activities were incompatible with global data taking and required cooling and power in335

the Service cavern and control rooms.336

3. Global data taking was scheduled regularly: during this period one or more sub detector337

(or parts of) were being triggered and readout centrally: during this period the constraints338

on the availability of services, safety concerns were maximal.339

The real challenge for the whole commissioning period 2007-2009 has been trying to operate340

detectors or part of them while the whole CMS detector, infrastructure and services were being341

installed: most of the time there were more than 60 people working in the experimental and342

service cavern doing mechanical and electrical work. A given element of the detector could be343

commissioned once connected to the readout electronics. In order to power the detector, front344

end electronics and readout electronics one needed to have all services connected, detector pro-345

tection system working, no co-activity near any of the powered elements in order to prevent346

danger for personnel and/or equipment. Detailed planning was available, but maximum flexi-347

bility was needed on theca commissioning side as plans had to adapt to all sort of issues arising348

form the possible problems arising on the technical coordination side. Daily technical coordi-349

nation meetings took place in order to coordinate activities: most of time installation schedule350

would take priority, but it was soon realized that some aspect of the central commissioning ef-351

fort needed to be guaranteed and effort was put in place to schedule activities around some key352

commissioning events. For example any effort was made to allow scheduled the Global runs353

, described below: such events required the presence of a lot of experts form each subsystem,354

some of which flying in form oversea and were key to the progress of global commissioning.355

2.3.2 Commissioning Strategy356

The CMS commissioning goal was defined to be ready when LHC would start delivering data357

to collect data efficiently, and of good quality and ship it to Tier0 for processing. The metric to358

evaluate our progress was based on efficiency for data taking, quality of the data collected and359

effective data flow. As the deployment of the DAQ and trigger infrastructure, software and360

hardware, the installation of the CMS detectors and services and the local certification of parts361

of the detectors was taking place concurrently the strategy of the commissioning cooridantion362

was based on363

1. First :commission functionality, possibly a very limited part of the detector.364

2. Second: increase complexity. More and more of given sub detector, commission operation365

of more than one sub detector, increase trigger rate, increase trigger complexity and so366

on.367

3. Third: increase data taking reliability. While in the first attempts we could tolerate life-368

times below 70% the final goal was to be alive for more than 90% of the time.369

4. Fourth: increase data quality. For example, while at the beginning we could tolerate370

having part of the data from parts of sub detectors with data corruption, the goal was to371

be close to 100% physics quality data for when the LHC would start.372

The way we implemented in practice this strategy was through373

1. Scheduling regular Global runs, widely advertised as milestones in the collaboration.374

This global runs would take place ≈ at the end of every month (would be dubbed Global375
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Run at End of X, GREX, where X stand for the initial of the month) and would last typi-376

cally 2or 3 days. The goals from each Global run would be set in the week ahead of the377

run, aiming to improve in any of the four commissioning strategy categories, compared378

to the previous global run. These Global runs were ’compulsory’ for any system having379

any part of the detector ready to take data.380

2. From the moment most of the sub detectors became available for readout (late summer381

2008) we started setting aside a daily slot every 2 weeks called mid-week global runs.382

Such runs were meant on one hand to prepare the monthly global runs and on the other383

were provided as a service to sub-system who wanted to debug/commission changes to384

their hardware or Software setup.385

In these runs we would exercise the whole detector control and data flow chain: each run386

would go through standard Slow Controls and Fast configuration sequences, would have the387

whole trigger (Level 1 and HLT) enables, possibly with limited complexity. Since the first run388

we had online process monitoring and real time Data Quality Monitoring and data would be389

shipped through the standard data link to the tier 0 for processing and we would monitor the390

quality of reconstructed data. Of course in all of these we started with very limited function-391

ality/complexity and we increased it at every global run. For example the very first globular392

un lasted 8 hours and was reading partially one of the HF calorimeters, triggering on random393

triggers and monitoring the level of the pedestals and verifying that the reconstructed data394

at Tier0 matched the online monitored one. Already from the second global run we we also395

exercising shipping data to the rest of the GRID. The pace at which we increased complexity396

can be seen in Figure 6 In the week long Global run on November 2007 we collected 10 million

Figure 6: The increase of complexity of the Global Runs in 2007 and 2008: the bars are color
coded to represent the fraction of a given sub detector which was involved in the global run

397

triggers for a total of 3 Terabytes of accumulated data (raw + reconstructed), in the long run398

in November 2008 we would collect 10 Million events in 8 hours and accumulate 2 terabytes399

of data per hour. During 2008 and 2009 in several occasions we planned some major commis-400

sioning event, always timed with respect to the LHC operation, namely the start of circulating401

beams in the accelerator, signaling the end of the LHC commissioning periods and anticipated402

collision data. These were extended runs, with 24/7 data taking planned to last several weeks403

(in one case 2 months): we named them depending on whether the Magnet was off ( Cosmic-404

ray RUn at Zero Tesla, CRUZET) or on (Cosmic-ray Run at Four Tesla, CRAFT). Noticeable405

achievements during the CRUZET runs of the fall 2008:406

1. Verified the trigger rate capability of our system ( designed for 100 KHz Level 1 and 100407

Hz logging rate out of the HLT): by injecting random triggers on top of few hundred Hz408

cosmic ray triggers we could reliably operate CMS at 80 KHz logging up to 300 Hz of409

data.410
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2. Commissioned special calibration sequences, like interleaving 100 Hz of laser shots to411

monitor the ECAL transparency to regular data taking (such special trigger would be412

operated during the orbit gap of the emulated LHC orbit cycle)413

3. rehearsed procedures for the remote prompt analysis teams from each sub detector414

4. Monitored continuously the noise behavior of sub detectors: lots was learned about the415

noise behavior of the various detectors: for some of them the CMS cavern environment416

had to be understood interns of founding. For the calorimeters, the availability of the417

central calorimeter trigger allowed for the first time self triggering and identification of418

certain noise sources.419

These extended runs ended up exceeding our expectations: we collected each year sev-420

eral billions of cosmic ray tracks with the full installed detectors operational. These data421

sample allowed us to start data taking at LHC with a well aligned and calibrated detector,422

thus allowing very quick understanding of the detector response and quick production423

of physics results.424

5. The systematic shipping of the data to the CERN Analysis Facility (CAF) and the Tier0425

for prompt reconstruction allowed debugging of the Reconstruction and prompt analysis426

workflows427

2.3.3 The CRAFT run: allowing CMS ready to take effectively and publish data quickly428

3 Objects Reconstruction and Physics Performance - benchmarked429

against challenging physics reaction(s)430

3.1 Tracking, vertexing and b-tagging431

– I. Tomalin432

At the LHC design luminosity of 1034 cm−2 s−1, about 1000 particles from more than 20 over-433

lapping proton-proton interactions will traverse the CMS tracker, at each LHC bunch crossing.434

Track finding in such a high occupancy environment is immensely challenging. It is not easy to435

obtain a high tracking efficiency, whilst at the same time keeping the fraction of fake tracks low.436

In addition, the tracking code must run sufficiently fast that it can be used not only for offline437

event reconstruction (of ≈ 109 events per year), but also for the CMS High Level Trigger.438

The physics goals of CMS [6, 7] place strong requirements on the performance of the tracking.439

Searches for high mass dilepton resonances demand that it should have good momentum res-440

olution for transverse momenta pT of up to 1 TeV/c. At the same time, efficient reconstruction441

of very soft tracks with, pT � 1 GeV/c, is needed for studies of hadron production rates and to442

obtain optimum jet energy resolution with particle flow techniques [8]. In addition, it must be443

possible to resolve very close tracks, such as those from 3-prong tau decay. And excellent im-444

pact parameter resolution is needed for a precise measurement of the primary and secondary445

vertex positions and for b-jet identification.446

This section describes the algorithms used for track finding, primary and secondary vertex447

reconstruction, and b tagging. The performance achieved by these algorithms is shown. In448

addition, since none of this would be possible without a precise measurement of the alignment449

of the Tracker modules, we begin by describing how that is done.450
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physics reaction(s)

3.1.1 The CMS Tracker451

The CMS silicon Tracker [9] occupies a cylindrical volume of length 5.8 m and diameter of452

2.5 m, whose axis is approximately directed along the LHC beam line. It is immersed in a co-453

axial magnetic field of 3.8 T provided by the CMS solenoid. A schematic drawing of the CMS454

tracker is shown in Fig. 7. It has an acceptance extending up to a pseudo-rapidity |η| < 2.5.455

Figure 7: Schematic cross section through one-quarter of the CMS tracker. Green lines show
layers of the Pixel Tracker and blue (red) lines show Strip Tracker layers with (without) the
back-to-back modules which deliver stereo hits.

The Pixel Tracker consists of 3 barrel layers at radii from 4.4–10.2 cm, and two pairs of endcap456

disks at z = ±34.5 and ±46.5 cm. In total, its 1440 modules cover an area of about 1 m2 and457

have 66 million pixels. They provide 3-D measurements of the positions of the ‘hits’ arising458

from the interaction of charged particles with its sensors. The Strip Tracker has 15 148 silicon459

modules, which cover an area of about 198 m2 and have 9.3 million strips. It is divided into460

several sub-systems. The barrel is made of of the Inner Barrel (TIB) and small radii and the461

Outer Barrel (TOB) at large radii. Taken together, these have 10 layers in total. Each endcap462

is made up of the small Inner Disks (TID) and the larger Endcap (TEC) disks, which together463

comprise 12 layers.464

The modules in the first two layers of the TIB and of the TOB, as well as rings 1 and 2 of the TID465

and 1, 2 and 5 of the TEC, carry a second strip detector module, which is mounted back-to-back466

to the first, with a stereo angle of 100 mrad, in order to provide a measurement of the second467

coordinate (z in the barrel and r on the disks), and so allow 3-D hit position measurement.468

The Tracker has a relatively high material budget. Depending on the pseudo-rapidity η, this469

varies from 1.4–1.9 (0.14–0.55) radiation (hadronic interaction) lengths. It is smallest for |η| < 1470

and largest for |η| ≈ 1.4.471

3.1.2 The alignment of CMS Silicon Tracker472

The alignment of the Tracker modules with the desired precision is a necessary step in the com-473

missioning of the detector and plays a crucial role in reaching the physics goals of CMS. Design474

specifications indicate that the tracking must reach a resolution on the transverse momentum475
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(pT) of 1.5% (10%) for muons of momentum of 100 (1000) GeV/c [6]. Therefore, in order to476

fully exploit the single hit resolution, which can be as good as 10 µm in the pixel sensors and477

14 mum in the strip sensors, the positions of the sensors must be known to a precision of a few478

micrometers. This can best be achieved by track-based alignment algorithms.479

Although the result obtained using cosmic ray tracks only as alignment input [9] has been ex-480

cellent and was instrumental for the early physics program of CMS, the alignment was still481

not achieving the final level of accuracy and control of systematic distortions desired, due to482

limited statistics and the inability of cosmic rays to fully constrain all degrees of freedom. With483

the inclusion of the large statistics of tracks from pp collisions provided by the LHC, the goals484

of the alignment of the CMS tracker have been to reach the ultimate statistical resolution in all485

regions of the tracker and an extensive control of the relevant systematic distortions biasing486

reconstructed track parameters and thus affecting physics performances.487

488

3.1.2.1 The 2011 Tracker alignment strategy489

Track-hit residual distributions are generally broadened if the assumed positions and orienta-
tions of the silicon modules differ from the true ones. Following the least squares approach,
alignment algorithms minimise the squares of normalised residuals, summing over many tracks.
If the (hit or virtual) position measurements mij with uncertainties σij are independent, the min-
imised function is

χ2(p, q) =
tracks

∑
j

measurements

∑
i

(
mij − fij

(
p, qj

)
σij

)2

(1)

where fij is the track model prediction at the position of the measurement, depending on the490

alignment (p) and track (qj) parameters. In a global fit approach as implemented in the MILLE-491

PEDE II program [10, 11] χ2(p, q) is minimised after linearising fij and the alignment parame-492

ters are determined.493

The improved track model [12, 13] allows also for a better treatment of multiple scattering ef-494

fects, achieved by increasing the number of parameters for a charged particle in the magnetic495

field to npar = 5 + 2nscat, e.g. adding two deflection angles for each of the nscat thin scatterers.496

The alignment of the CMS tracker in 2011 was performed exploiting this global fit approach497

with the improved track model, using as input data collected until end of June, about 15 mil-498

lion loosely selected isolated muon tracks, 3 million low momentum tracks, 3.6 million cosmic499

ray tracks (collected between LHC fills, during collisions and before collision data taking) and500

375 thousand muon track pairs from Z boson decays.501

3.1.2.2 Alignment precision502

The estimation of the achieved statistical precision of the 2011 alignment was estimated via503

track-based validation. The input to the validation are isolated muon tracks with a transverse504

momentum of pT > 40 GeV and at least ten hits in the Tracker. The tracks are refitted taking505

the new determined module positions into account. Hit residuals are determined with respect506

to the track prediction, which is obtained without using the hit in question to avoid any cor-507

relation between hit and track. From the residual distribution of the unbiased hit residuals in508

each module, the median is taken and histogrammed for all modules in a detector subsystem.509

The median is relatively robust against stochastic effects from multiple scattering, and thus510

the distribution of medians of residuals (DMR) is taken as a appropriate measure of alignment511

accuracy. Only modules comprising at least 30 entries in their residual distribution are consid-512
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ered.513

514

Track residuals in the Pixel detector. Compared to the alignment with cosmic rays alone [9],515

the most striking improvements are observed in the end caps of the pixel tracker, where the516

addition of tracks from collision events leads to a huge boost of statistics, especially for inner-517

most parts of the tracker. An example of corresponding DMR is shown in the left plots of Fig. 8,518

separately for the u and v coordinates; their RMS is well below 3 µm in both directions, com-519

pared to about 13 µm in the cosmics-only alignment. These numbers are only slightly larger520

than the ones obtained in simulation without any misalignment, which are between 1–3 µm,521

and far below the expected hit resolution.
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Figure 8: Left: Distributions of the medians of the residuals, for the pixel tracker end cap mod-
ules in u coordinate. Shown in each case are the distributions after alignment with 2011 data,
in comparison with simulations without any misalignment and simulation tuned to reproduce
the misalignment after the 2011 alignment procedure. Right: Day-by-day value of the relative
longitudinal shift between the two half-shells of BPIX as measured with the primary vertex
residuals.

522

Time dependent corrections to the Pixel high structures In addition, unbiased track-vertex523

residuals are also used to monitor the position of the two pixel half barrels relative to each524

other. Each primary vertex is refitted after removal of one of its tracks. This is repeated for525

each track of the vertex. The track-vertex residuals ∆z along the beam line are averaged as a526

function of the polar angle φ of the track. A difference of the mean values for tracks stemming527

from the one half barrel or the other indicates a relative misplacement. Jumps of up to 30 µm528

are seen before alignment.529

After the alignment with time dependent parameters for the positions and orientations of large530

pixel structures, the remaining half barrel separations are well below 10 µm, a value that has531

no effect on the alignment sensitive b-tagging algorithms.532

3.1.2.3 Sensor and module shape parametrization533

In the CMS software, the module translations u, v, w as well as the rotations α, β, γ around these534

axes are defined in the local reference system of the module and determined by the alignment535

procedure. This assumes flat sensor surfaces. In reality, however, the surfaces of the sensors536

are not flat. To take this effect into account, for each sensor the sum of second order modified537

Legendre polynomials has been introduced [14] in order to parametrise the sensor surface. The538

curvatures of the sensor surfaces are referred to as bows. Furthermore, all TOB modules and the539



3.1 Tracking, vertexing and b-tagging 17

TEC modules at radii r > 60 cm consist of two individual daisy- chained sensors. With respect540

to alignments of the CMS tracker performed in earlier years, the treatment of these double541

sensor modules has been improved by allowing the separate determination of the alignment542

parameters for both sensors. This improvement is referred to as the determination of kinks.543

The parametrization with polynomials describes the sensors very well. This can be seen in544

Fig. 9 (left), where the offsets dw are calculated from the residuals in u and the track angle ψ545

from the sensor normal in the uw plane. For an alignment with the flat sensor assumption, a546

parabolic shape is seen that vanishes taking into account the additional parameters. High mo-
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Figure 9: Left: Distributions of the weighted means of the ∆w = ∆u/ tan ψ track-hit residuals
in TIB as a function of the relative position of tracks from pp-collisions on the modules along
the local u-axis before (magenta) and after (black) parametrization of the module shapes. Each
residual is weighted by weighted by tan2 ψ of the track. Right: Mean probability of cosmic ray
track fits as a function of their distance of closest approach to the nominal beam line for the
different approaches to parametrize the module shapes.

547

mentum tracks from the interaction region cross the strip modules under small angles relative548

to the module normal. Therefore sensor curvatures have only a small effect. This is different549

for cosmic ray tracks that cross the tracker with a large closest distance to the beam line, d0.550

The larger d0, the larger the average track angle from the module normal, leading to degraded551

fit results for the flat module assumption, as shown in Fig. 9 (right). If curvature parameters on552

sensor level are determined, the average fit probability is almost flat as a function of d0 up to553

50 cm, thus improving substantially the consistency between tracks from the interaction point554

and cosmic rays.555

3.1.2.4 Control of global deformations and weak modes556

Generally, by minimising the function defined in equation 1 not all possible distortions of the557

tracker can be resolved. The residuals can be insensitive to certain global deformations re-558

ferred to as weak modes. Weak modes correspond to global transformations that (at least ap-559

proximately) preserve the validity of the track model for the track sample under consideration,560

i.e. the transformed hits are to a high degree still consistent with a valid trajectory. Such sys-561

tematic distortions have very little impact on the goodness-of-fit of the track. However, these562

distortions might significantly bias the track parameters and other quantities such as invariant563

masses.564

Systematic momentum biases for tracks with high momenta have therefore been investigated565
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using events with a Z boson decaying into oppositely charged muons. For example, without566

using the virtual Z-mass information in the alignment, a large dependence of the position of567

the mass peak as a function of the pseudorapidity η of the decaying positively charged muon568

is observed (Fig. 10, left).
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Figure 10: Left: The mean reconstructed Z → µµ mass is shown a function of the rapidity of the
positive-charged muon. Results are compared from simulated events with perfect alignment
(black), and 2011 data aligned without using the Z mass constraint (red) and 2011 data or
aligned using the Z mass constraint (blue). Central: module-by-module position difference
between the re-aligned geometry on top of Twist deformation and Summer 2011 geometry
(after subtraction of global movements and rotations). The line indicates the twist applied.
Right: Track χ2 using loosely selected isolated muons from a statistically independent sample
from the one used in the alignment procedure (pT > 5GeV).

569

This dependence can be attributed to a twist of the whole tracker defined as ∆φi = c× zi where570

∆φi is the change of the azimuthal angle of a module i. In contrast, using Z mass information571

in the alignment fit, the remaining spread of Z-mass peak values is almost as small as in the572

detector simulation with perfect alignment.573

In order to study the sensitivity of the alignment to weak modes, the possible deformations574

of the geometry are parametrized in the cylindrical coordinates r,z, and φ [15] and applied to575

2011 geometry. Afterwards, to test the capabilities of the alignment to correct for the introduced576

misalignment, the alignment procedure is rerun and then the module-by-module position dif-577

ferences with respect to the summer 2011 geometry are determined, subtracting global move-578

ments and rotations of the whole tracker, as shown in Fig. 10 (central). In addition, track χ2
579

distributions for collision tracks are also shown for the summer 2011 geometry, the misaligned580

and the re-aligned geometry. It can be noticed that the twist deformation is indeed weak modes581

for collision tracks, because after the introduced misalignment the χ2 distribution for collision582

tracks remain basically unchanged (Fig. 10, right). However, the introduced twist deformation583

is fully corrected by the alignment procedure using the Z boson decay information.584

3.1.3 Tracker hit reconstruction585

The first step of the reconstruction is referred to as local reconstruction. It consists of the clus-586

tering the signals on nearby pixels or strips into hits, and then estimating their position and587

its uncertainty, measured in the local coordinate frame of the sensor. An orthogonal coordi-588

nate system (u, v) is used, with axes orientated along/perpendicular to the pixels/strips in the589

plane of the sensor. Of the two coordinates, u is defined to be the one that is perpendicular to590

the B-field, (except in the case of the stereo strip sensors, where it defined as the one that makes591

the largest angle to the B-field).592

For the pixel tracker, clusters are simply formed from one or more neighouring pixels (either
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side-by-side or corner-adjacent), each of which must have a signal exceeding 3200 electrons
equivalent charge (with this requirement being applied by the pixel readout electronics). In
additional the total signal of the cluster must exceed 4000 electrons equivalent charge. During
track finding, a simple algorithm is used to estimate the hit position. Illustrating this for the u
coordinate, the hit is first projected onto the u-axis. If it is only one pixel wide, the hit position
is taken to be that of the centre of this pixel, corrected for the Lorentz shift. If it is wider than
this, then its position is given by:

urec = uC +
Qu

last −Qu
f irst

2(Qu
last + Qu

f irst)
|Wu −Wu

inner| −
Lu

2
(2)

where Qu
f irst and Qu

last are, respectively, the charges collected in the first and last pixels of the
cluster, uC is the geometrical centre of the cluster, Lu is the Lorentz shift in the u direction, Wu

inner
is the ‘inner width’ of the cluster, which is the width excluding the first and last pixel, and Wu

is the projected cluster width, defined as:

Wu = D| tan (αu − π/2) + tanΘu
L| (3)

where D is the sensor thickness. The variable Θu
L the Lorentz angle and αu is the track angle593

with respect to the sensor plane, both in the u direction.594

A more sophisticated (and slower) estimate of the pixel hit position is made, when making595

a final fit to all the hits on a track to estimate its trajectory parameters. This is known as the596

‘template-based reconstruction algorithm’ [16]. A detailed pixel sensor simulation, Pixelav [17],597

is used to simulated the expected cluster shape, if a charged particle crosses a sensor at a given598

angle and a given position within a pixel. This is called a ‘template’. Templates are produced599

for a wide range of angles and positions within a pixel, with each template recording the ex-600

pected cluster shapes after projection onto the u and v-axes. The shapes of the clusters observed601

in data are compared with these templates, to see which one matches best. The position of the602

hit can then be inferred from the position of the particle used to produced that template.603

For strip tracker, hits are formed from neighbouring strips, each of which must have a signal604

exceeding twice the rms noise. Each hit must also contain at least one strip with a signal ex-605

ceeding three times the rms noise. Furthermore, the hit’s total charge should exceed the ‘hit606

noise’, defined as σhit =
√

∑i σ2
i , where σi is the rms noise of strip i, and the sum runs over607

all strips in the hit. The position of each hit is estimated from the charge-weighted average of608

its strip positions, corrected for Lorentz shift of charge in the B-field. The position uncertainty609

is parametrized as a quadratic function of the projected cluster width W, defined in Eqn. 3,610

expressed in units of the strip pitch.611

In the subset of strip tracker layers, in which each module has a second sensor, making a stereo612

angle to the first, 3-D hit positions are reconstructed by combining the information from the613

two sensors. The resulting 3-D hit are known as matched hits. As the two sensors are a few614

millimetres apart, this combination requires an estimate of the track trajectory (taken to be a615

straight line from the centre of CMS, if no track candidate is available).616

The efficiency of the pixel and strip tracker sensors is measured with data using a sample of617

good quality tracks. In each sensor that the track trajectory crosses, the fraction of the time618

that a hit is recorded reasonably close to the track trajectory is measured. In the pixel and strip619

sensors, the efficiency is typically≈ 99.7−−99.8%, once the≈ 2.3−−2.4% of modules known620

to be defective are excluded from the measurement.621
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The hit resolution in the barrel sensors has been measured with data using the track hit resid-622

uals, which are defined as the difference between the hit position and the track position. The623

track is deliberately reconstructed excluding the hit under study in order to avoid bias. In the624

pixel detector, the resolution is measured in the middle of the three barrel layers, by comparing625

the predicted position with the measured hit. At high momentum, where multiple scattering626

between the layers does not affect the measurement, the hit resolution in the direction trans-627

verse to the beam axis is 10.4 µm. In the direction parallel to the beam axis, the resolution628

varies strongly as a function of the polar angle of the track: it is 45 µm for tracks moving per-629

pendicular to the beam axis and improves to 20 µm for some more inclined tracks. (Optimum630

resolution is reached for a polar angle of±60◦). This variation is explained by the fact that more631

inclined tracks spread charge across several pixels, which allows a more precise determination632

of the hit position. In the strip detector, the uncertainty on the track position due to multiple633

scattering is unfortunately much larger than the inherent resolution, (because of multiple scat-634

tering), so an individual hit residual is not sensitive to the resolution. However, the difference635

in the track’s hit residuals between two closely spaced modules can be measured with much636

greater precision, (because any offset in the track’s position caused by multiple scattering will637

be largely common to both modules). This difference is measured for pairs of overlapping638

modules from the same strip track layer, and is used to infer the resolution. The strip sensor639

resolution depends strongly on the size of the cluster and on the pitch of the sensor. For barrel640

modules, it is typically in the range 15–30 µm.641

3.1.4 Track reconstruction642

The CMS tracking software is known as the ‘Combinatorial Track Finder’ (CTF). The collection643

of reconstructed tracks is produced by multiple passes (iterations) of the CTF track reconstruc-644

tion sequence, in a process called iterative tracking. The basic philosophy of iterative tracking is645

that the early iterations search for the tracks that are easiest to find (e.g. relatively high pT tracks646

produced near the interaction region). After each iteration, hits associated with already found647

tracks are removed, so reducing the combinatorics, and thus allowing later iterations to search648

for more difficult classes of tracks (e.g. low pT or highly displaced tracks). For the data taken649

until August 2011, the iterative tracking consisted of 6 iterations. Iteration 0 is the source of650

most tracks and is designed to reconstruct prompt tracks with pT > 0.8 GeV/c and which have651

three pixel hits. Iteration 1 is used to recover prompt tracks which only have two pixel hits652

or slightly lower pT. Iteration 2 is configured to find low pT prompt tracks. Iterations 3–5 are653

intended to find tracks which originate outside the beamspot and to recover tracks not found654

by the previous iterations. At the beginning of each iteration, hits associated with highPurity655

tracks (defined later) found in previous iterations are masked off.656

Each iteration proceeds in four steps:657

• The seed generation provides initial track candidates found using only a few (2 or658

3) hits. A seed defines the initial estimate of the trajectory parameters and their659

uncertainties.660

• The track finding is based on a global Kalman filter [18]. It extrapolates the seed tra-661

jectories along the expected flight path of a charged particle, searching for additional662

hits that can be assigned to the track candidate.663

• The track fitting module is used to provide the best possible estimate of the parame-664

ters of each trajectory by means of a Kalman filter and smoother.665

• The track selection sets quality flags and discards tracks that fail certain criteria.666

The main differences between the 6 iterations lie in the configuration of the seed generation667
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and final track selection steps.668

3.1.4.1 Track seeding669

The trajectory seeds define the starting trajectory parameters and uncertainties of potential670

tracks. In the quasi-uniform magnetic field present in the Tracker, charged particles follow671

helices and therefore five parameters (including the trajectory curvature) are needed to define672

a starting trajectory. To obtain these five parameters requires hits in at least 3 tracker layers, or673

in 2 layers if a (loose) beam constraint is also used.674

To limit the number of hit combinations, seeds are required to be compatible with the expected675

trajectory of a track with transverse momentum pT exceeding a specified cut and transverse676

(longitudinal) impact parameter d0 (z0) less than a specified cut. The impact parameter here is677

usually calculated with respect to the reconstructed beam-spot position. However, it can also678

be calculated with respect to the reconstructed primary vertex, obtained with a ’pixel-only’679

track and vertex reconstruction algorithm, which because it uses only hits in the pixel detector680

is extremely fast. The beam-spot and primary vertex reconstruction algorithms are described681

in Sect. 3.1.4.7.682

Table 3 shows the seeding layers and cuts usd for each of the 6 tracking iterations. The 0th
683

iteration is done using seeds formed from three pixel hits. The high 3-D hit resolution and low684

occupancy of the pixel tracker make it extremely easy to reconstruct tracks starting from these685

seeds. The 1st iteration uses pairs of hits in the pixel detector or stip tracker TID. It recovers686

tracks which, for any reason, failed to produce hits in three pixel layers, whilst by using the687

TID, it extends the coverage in the forward region. The 2nd iteration again uses three pixel hits,688

but now with a very low pT cut. The 4th iteration uses triplets of hits containing at least one689

pixel and one strip tracker hit. It uses looser impact parameter cuts than the previous iterations,690

so allowing it to find non-prompt tracks from strange hadron decays, photon conversions and691

nuclear interactions. The final two iterations use 3-D ‘matched hits’ in pairs of those strip692

tracker layers that contain stereo sensors. They also use very loose impact parameters cuts, so693

allowing them to find highly displaced tracks.694

Table 3: The configuration of the track seeding for each of the six iterative tracking steps.
Shown are the layers are used to seed the tracks, and the minimum pT and maximum impact
parameter requirements applied to the seeds. (The symbol ‘*’ indicates that the longitudinal
impact parameter is calculated with respect to a pixel vertex, instead of the beamspot.)

Iteration Seeding Layers pT cut ( GeV/c) d0 cut (cm) z0 cut
0 pixel triplets 0.8 0.2 3σ
1 mixed pairs with vertex 0.6 0.2 0.2 cm∗

2 pixel triplets 0.075 0.2 3.3σ
3 mixed triplets 0.35 1.2 10.0 cm
4 TIB 1+2 & TID/TEC ring 1+2 0.5 2.0 10.0 cm
5 TOB 1+2 & TEC ring 5 0.6 5.0 30.0 cm

3.1.4.2 Track finding695

The track finding module of the CTF algorithm is based on the Kalman filter method. The696

filter begins with a coarse estimate of the track parameters provided by the trajectory seed, and697

then builds track candidates by adding hits from successive detection layers one by one. The698
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information provided at each layer includes the location and uncertainty of any found hit as699

well as the amount of material crossed, which is used to estimate the uncertainty arising from700

multiple Coulomb scattering. The Kalman filter method is implemented in four steps, listed701

below:702

The first step, navigation, uses the parameters of the track candidate, evaluated at the current703

layer, to determine which adjacent layer(s) of the tracking detector, are intersected by the ex-704

trapolated trajectory, allowing for the current uncertainty on that trajectory. The navigation705

service uses a fast analytical propagator to find the layers. The analytical propagator assumes706

a uniform magnetic field and does not include the effects of multiple Coulomb scattering or707

energy loss. With these assumptions, the track trajectory is a perfect helix, so the propagator708

can extrapolate the trajectory from one layer to the next using analytical calculations.709

The second step is to search in the layers returned by the navigation step for all sensors that the710

extrapolated track trajectory may cross, allowing for the statistical uncertainty on the trajectory.711

The third step examines the hits collected from these compatible sensors. The hit positions and712

uncertainties are refined using the estimated track direction on the sensor surface. A χ2 test is713

used to check which of the hits are compatible with the extrapolated track trajectory. The cur-714

rent (configurable) requirement is χ2 < 30. The χ2 calculation takes into account both the hit715

and trajectory uncertainties. One can optionally also add an invalid hit to the collection of com-716

patible hits, whose purpose is to allow for the possibility that the particle failed to produce a hit717

in that layer, for example, due to detector inefficiency. In addition, where two sensors within718

the same layer overlap slightly, a particle passing through the overlap region may produce two719

hits within that layer. The software allows both hits to be assigned to the track candidate.720

The fourth and last step is to update the trajectory state. New track candidates are formed721

from each of the original ones, by adding to them exactly one of the compatible hits found in722

the third step (where this hit may be the invalid hit). The candidate’s trajectory parameters are723

then updated at the new detector surface, by combining the information from the hit with the724

extrapolated track trajectory of the original candidate.725

For the second, third and fourth steps above, a more accurate material propagator is used when726

extrapolating the track trajectory, which includes the effect of material in Tracker. This differs727

from the simple analytical propagator, in that it inflates the uncertainty on the trajectory param-728

eters according to the predicted rms scattering angle in the Tracker material. It also adjusts the729

momentum of the trajectory according to the mean energy loss predicted by the Bethe-Bloch730

equation. Since all detector material is assumed to be concentrated in the detector layers, the731

track propagates along a helix between them, so allowing the material propagator to extrapo-732

late the track analytically.733

All resulting track-candidates found at each layer are then propagated to the next compatible734

layer(s) and the procedure is repeated until a ‘stopping condition’ is satisfied. However, to735

avoid an exponential increase of the number of candidates, only a limited number (default is 5)736

of candidates are retained at each step, with the best chosen based on the normalized χ2 plus737

a bonus for each valid hit and a penalty for each invalid hit. The standard stopping conditions738

are if a track reaches the end of the Tracker detector or contains too many invalid hits, or if its739

pT has dropped below a user specified value.740

After a track candidate has completed the outward search for hits, an inward search for hits is741

begun. This is started by taking all of the hits assigned to the track, excluding those belonging742

to the track seed, and using them to fit the track trajectory. Then, following the steps above,743

this trajectory is propagated inwards through the seeding layers and then further inwards until744
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the inner edge of the Tracker is reached or too many invalid hits are found. There are two main745

reasons for this inward hit search: firstly, additional hits may be found in the seeding layers746

(for example, from overlapping sensors); secondly, hits may be found in layers closer to the747

interaction region than the seeding layers.748

The track of a single charged particle may be reconstructed more than once, either starting749

from different seeds or when a given seed develops into more than one track candidate. To750

remedy this feature, a “trajectory cleaner” is applied after all the track candidates in a given751

iteration have been found. The trajectory cleaner calculates the fraction of shared hits between752

two track candidates: fshared =
Nhits

shared
min(Nhits

1 ,Nhits
2 )

where Nhits
1 (Nhits

2 ) is the number of hits in the753

first (second) track-candidate. If this fraction exceeds the (configurable) set value of 19%, the754

trajectory cleaner removes the track with the fewest hits; if both tracks have the same number755

of hits, the track with the largest χ2 value is discarded. The procedure is repeated iteratively on756

all pairs of track candidates. The same algorithm is applied when tracks from the six iterations757

are combined into a single track collection.758

The requirements applied during the track finding stage are shown in Table 4 for each tracking759

iteration. The minimum pT requirements shown here have very little effect, as they are weaker760

than those applied to the seeds shown in Table 3. Since the later iterations do not have strong761

requirements that the tracks originate from the beamspot, the probability of random hits form-762

ing tracks increases, which leads to a higher fake rate and greater CPU time. To compensate763

for this tendency, the minimum hits and maximum lost hits requirements are tightened in the764

later iterations.765

Table 4: The six step iterative tracking configuration gives the cuts applied during track find-
ing. In addition to a minimum pT, Nhit is the minimum number of hits, Nlost is the maximum
number of missing (invalid) hits, and Nrebuild

hit is the minimum number of hits needed in the
in→out step to trigger an out→in step.

Iteration pT cut ( GeV/c) Nhit Nlost Nrebuild
hit

0 0.3 3 1 5
1 0.3 3 1 5
2 0.1 3 1 5
3 0.1 4 0 5
4 0.1 7 0 5
5 0.1 7 0 4

3.1.4.3 Track fitting766

For each trajectory, the track finding stage results in a collection of hits and an estimate of the767

track parameters. However, the full information about the trajectory is only available at the last768

hit of the trajectory and the estimate can be biased by constraints applied during the seeding769

stage. Therefore the trajectory is refitted using a Kalman filter and smoother.770

The Kalman filter is initialized at the location of the innermost hit with the trajectory estimate771

obtained during seeding. The corresponding covariance matrix is scaled up by a large factor in772

order to avoid any bias. The fit then proceeds in an iterative way through the full list of hits,773

updating the track trajectory estimate with each hit in turn. For each valid hit, the hit’s position774

estimate is re-evaluated using the current values of the track parameters. This first filter is775

complemented with the smoothing stage: a second filter is initialized with the result of the first776
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one (except for the covariance matrix, which is scaled with a large factor) and is run backward777

toward the beam line. The track parameters at the surface associated with any of its hits, can778

then be obtained from the average of the track parameters of these two filters, evaluated on this779

same surface. (Since one filter uses information from all hits before that surface and the other780

uses information from all hits after the surface). Most usefully, one can thus obtain the track781

parameters evaluated at either the innermost or outermost hit on the track.782

To obtain ultimate precision, this filtering and smoothing procedure uses a Runge-Kutta propa-783

gator to extrapolate the track trajectory from one hit to the next. This not only takes into account784

the effect of material, but is also able to accommodate an inhomogeneous magnetic field. The785

latter means that the particle may not move along a perfect helix, so its equations of motion in786

the magnetic field must be solved numerically. To do so, the Runge-Kutta propagator divides787

the distance to be extrapolated over into many small steps. It extrapolates the track trajec-788

tory over each of these steps in turn using a well-known mathematical technique for solving789

first order differential equations, called fourth-order Runge-Kutta method, which is accurate to790

fourth order in the step size. The optimal step size is chosen automatically, according to how791

non-linear the problem is.792

Estimates of the track trajectory at any other points, such as the point of closest approach to the793

beam-line, can be obtained by extrapolating the trajectory evaluated at the nearest hit to that794

point. This extrapolation also uses the Runge-Kutta propagator.795

3.1.4.4 Track selection796

The track finding algorithm described above yields quite a lot of fake tracks. Most physics797

analyses (and all tracking performance plots presented below) therefore use a subset of the798

tracks classified as high purity. The tracking software adds a flag to each track, indicating if it799

merits to belong to this class. Tracks must have a number of hits exceeding a certain cut, and800

not too many missing hits (in sensors where a hit would be expected). In addition, cuts on the801

track’s χ2 per degree of freedom and impact parameter significances are applied, with the these802

cuts being a function of the number of hits on the track, such that they are extremely loose for803

tracks with many hits.804

3.1.4.5 Reconstruction of electron tracks805

Electrons, being charged particles, will be reconstructed by the standard tracking. However,806

due to their low mass, electrons often undergo bremsstrahlung in the detector material, which807

can lead to large energy losses and sharp changes in direction. The standard tracking algo-808

rithm uses a Gaussian approximation to model ionization energy loss and multiple Coulomb809

scattering. But it does not include the non-Gaussian tails that would be needed to model810

bremsstrahlung, and so suffers from relatively poor efficiency and resolution for electrons.811

In consequence, CMS instead opts to reconstruct electron candidates, identified using energy812

deposits in the ECAL, using a dedicated Kalman filter tracking algorithm, that uses a ‘Gaussian813

sum filter (GSF)’ technique. This technique is described in detail in Ref. [19]. In essence, the814

fractional energy loss of electron, when it traverses material of given thickness, is predicted to815

have a distribution described by the Bethe-Heitler formula. This distribution is non-Gaussian,816

making in unsuitable for use in a conventional Kalman filter algorithm. The GSF technique817

solves this, by approximating the Bethe-Heitler distribution by the sum of several Gaussians.818
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3.1.4.6 Tracking performance819

Figure 11 shows the tracking efficiency estimated using simulated events, each consisting of820

a single isolated particle. For muons of pT > 0.7 GeV/c, the efficiency is almost 100%. For821

pions, the efficiency is significantly lower, particularly in the endcap region. This is because822

of the high material budget of the tracker (see Sect. 3.1.1), which means that hadrons have a823

significant probability of undergoing a nuclear interaction before leaving the tracker volume.824

Figure 12 shows the tracking performance in simulated tt̄ events, generated with either no825

superimposed pile-up interactions or a mean of 8 superimposed pile-up interactions per event826

(typical of 2011 running conditions). The tracking efficiency is little affected by pile-up, and is827

very similar to that for single, isolated pions. The tracking algorithms thus perform well in a828

high occupancy environment. The fraction of fake tracks is ≈ 5%, peaking at |η| ≈ 1.4, where829

the material budget is largest. It does rise with increasing pile-up.830

Figure 13 shows the resolution in impact parameter and pT single, isolated muons. (Similar831

results are obtained for hadrons in LHC physics events). For high pT tracks (100 GeV/c), for832

which multiple scattering is of little importance, the resolution in the central region (|η| < 1) is833

approximately 2% in pT and 10 µm (35 µm) in transverse (longtitudinal) impact parameter.834
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Figure 11: Track reconstruction efficiency for single, isolated muons (left) and pions (right) Results
are shown as a function of pT for the barrel, transition and endcap regions, that are defined by
the pseudo-rapidity intervals [0-0.9], [0.9-1.4] and [1.4-2.5], respectively.

3.1.4.7 Primary vertex and beam-spot reconstruction835

The goal of the primary vertex reconstruction [20], is to measure the location and uncertainty836

of all proton-proton interaction vertices in each event using the available reconstructed tracks.837

It begins by selecting good quality tracks produced near the beam-line. To ensure high recon-838

struction efficiency, even for minimum bias events, there is no requirement on the minimum839

allowed track pT.840

Track clustering (meaning assignment of tracks to one or more primary vertices) is performed
with a deterministic annealing (DA) algorithm [21]. The z-coordinates of the points of closest
approach of the tracks to the beamspot are referred to as zT

i , and their associated uncertainties
as σi. The tracks must be assigned to some unknown number of vertices at positions zV

k . In the
DA framework, assignments are soft. The pik are numbers between 0 and 1 and can be inter-
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Figure 12: Tracking efficiency (left) and fake rate (right) tt̄+jet(s) events
simulated with and without superimposed pile-up collisions. The plots are produced using

only tracks with pT > 0.9 GeV/c.

preted as the assignment probability of track i to vertex k. Hard assignment can be represented
by values pik that equal 1 if track i is assigned to vertex k and 0 otherwise. in a large ensemble
of possible assignments for a set of vertex positions. Postulating that a priori every possible
configuration is equally likely, this is analogous to statistical mechanics when the vertex χ2

takes the role of the energy. The most probable vertex positions at ‘temperature’ T follow from
minimizing what is called the free energy in statistical mechanics,

F = −T ∑
i

pi log ∑
k

ρk exp

(
− 1

T
(zT

i − zV
k )

2

σ2
i

)
, (4)

with respect to the vertex positions zV
k and vertex weights ρk. The sums run over selected tracks841

(i) and the set of vertices (k) that are present at the current temperature. Tracks enter with con-842

stant weights, pi, reflecting their compatibility with the beamspot. The number of vertices at843

constant temperature is fixed, but at the minimum of F, multiple vertices may assume identical844

positions. Rather then permanently using a very large number of vertices, the number of ver-845

tices coinciding at position k is represented by the weights ρk, such that the sum of all weights846

is constant at given temperature.847

The temperature T controls the softness of the assignment and the resolution as effectively it848

scales the σi by
√

T. The clustering starts with a very high value of T, with all pik being equal849

and all tracks being compatible with a single vertex. The quantity F is minimised in a series850

of steps, with the temperature being reduced by a factor 0.6 at each step, and the numerical851

solution of each minimisation being initialised by the solution obtained at the previous step.852

The lower temperatures result in the minimisation finding additional vertices.853

The DA algorithm is not robust against outliers, so in the final steps, tracks which are more854

than 4 standard deviations away from the nearest vertex are down-weighted in eqn. 4.855

When T = 1, tracks are assigned to the vertex candidate for which they have the highest856

assignment probability, if it is greater than 0.5. Any vertex containing at least two tracks that857

are only compatible with that vertex are retained. The tracks from all retained vertices are858

then fit with an ‘adaptive vertex fitter’, described in Sect. ??, to compute the best estimate of859
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Figure 13: Resolution in d0, z0 and pT for single, isolated muons in the barrel, transition and
endcap regions, defined by the pseudo-rapidity intervals [0-0.9], [0.9-1.4] and [1.4-2.5], respec-
tively.

vertex parameters, including the position and covariance matrix, as well as the indicators of860

the success of the fit, such as the number of degrees freedom of the vertex and weights of the861

tracks in the vertex.862

The primary vertex resolution depends strongly on the number of tracks used in fitting the863

vertex and the pT of those tracks. In can be measured from data using the ‘split method’. In864

this method, the tracks assigned to a vertex are split equally into two different sets, in such865

a way that both sets have similar pT distributions. These two different track sets are then fit866

independently with the adaptive vertex fitter. The distribution of the difference in the fitted867

vertex positions for a given number of tracks are fit with a single Gaussian distribution, and868

then divided by
√

2, to extract the resolution. Figure 14 shows the resolution in x (which is869

almost identical to that in y) and in z as a function of the number of tracks in the vertex. Results870

are shown both for events selected with a minimum bias trigger and for events selected with871

a trigger requiring a jet of ET > 20 GeV. The resolution is better in the latter because of the872

higher track pT, approaching 10 µm in x and y and 12 µm in z, for vertices with many tracks.873
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(a) (b)

Figure 14: Primary vertex resolution in x (a) and z (b) as a function of the number of tracks, for
two different kinds of events with track’s of different average transverse momentum pT.

For very fast (but approximate) primary vertex reconstruction, ‘pixel tracks’ can be used. These874

fast primary vertices are used in certain track seeding steps, as described in Sect. 3.1.4.1, and875

are also used in the CMS trigger. Pixel tracks are reconstructed by simply searching for hits in876

three pixel layers that are compatible with a helical trajectory originating from near the nominal877

interaction point. Checking the compatibility of the three hits is done using simple geometri-878

cal calculations, without resorting to a Kalman filter. Such tracks can be found much more879

quickly than those found in the conventional way, although they suffer from poorer efficiency880

(since particles don’t always produced hits in three pixel layers), higher fake rates and worse881

resolution (particularly in pT). To estimate the primary vertex positions in a given event, the882

z-coordinate of the point of closest approach of each pixel track to the beam-line is calculated,883

and the tracks ordered according to this z-coordinate. A gap clustering algorithm is then em-884

ployed: wherever two elements in this ordered list of z-coordinates are separated by distance885

exceeding a given cut value (that defaults to 1 mm), the tracks on either side of this point are886

assigned to separate vertices. The vertex positions are obtained by fitting the tracks assigned887

to each vertex with the adaptive vertex fitter, described in Sect. ??.888

For events selected with a trigger requiring a jet of ET > 20 GeV, the pixel primary vertex889

resolution approaches 35 µm in x, y and z, for vertices with many pixel tracks.890

The beam-spot represents the three-dimensional profile of the luminous region where the LHC
beams collide at CMS. Its position and size is reconstructed by averaging over many events,
in contrast to the primary vertex position, which is reconstructed event-by-event. It provides
an estimate of the nominal primary vertex position, which is available before primary ver-
tex reconstruction has been performed. It is used by the track seeding steps, as described in
Sect. 3.1.4.1. The three-dimensional beam-spot position and width can be obtained from the dis-
tribution of reconstructed primary vertices. However, the position can also be obtained from
a second method, which exploits a correlation between the transverse impact parameter (d0)
and the azimuthal angle (φ) of tracks that exists if the beamspot is displaced from the expected
position. To first order the d0 for tracks coming from the primary vertex can be parametrized
by

d0(φ, z) = x0 · sin φ +
dx
dz
· sin φ · z− y0 · cos φ− dy

dz
· cos φ · z, (5)

where x0 and y0 are the position of the beam at z = z0, and dx
dz and dy

dz are the x and y slopes of891

the beam. The beamspot fit [22] uses an iterative χ2 fit to determine all four of these parameters892
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(although the z-coordinate of the centre of the beam-spot is determined from the distribution of893

primary vertices) . With a sample of 1000 tracks, the position in the transverse plain can be de-894

termined with a statistical precision of ∼ 5 µm. The position of the beam-spot is reconstructed895

using an average over all the events in a ‘luminosity section’ (which is defined as a period 23 s896

long). An average over more than one luminosity section (with a maximum of sixty) can be897

used if they all give consistent results.898

3.2 Electrons/Photons899

G. Franzoni900

3.3 Muons901

Muon detection is a powerful tool for recognizing signatures of interesting processes over the902

very high background rates at the LHC. This becomes more important as the luminosity in-903

creases. The CMS muon detector system has 3 functions: muon identification, momentum904

measurement, and triggering. Good muon momentum resolution is provided by the high-field905

solenoidal magnet and the flux-return yoke, which also serves as a hadron absorber that rein-906

forces muon identification.907

The CMS muon system (ref to det picture) is designed to reconstruct the momentum and charge908

of muons over the entire kinematic range of LHC collisions (Fig. 15). CMS uses 3 types of909

gaseous particle detectors for muon identification. Because of the central solenoidal magnet, it910

is natural to have a cylindrical barrel region and planar endcaps.911
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Figure 15: Invariant mass spectrum of dimuons in events collected with the loose double-muon
trigger in 2010.

The basic detector process utilized in the CMS Muon System is gas ionization. For all 3 technologies—912

drift tubes, cathode-strip proportional planes, and resistive plates—the basic physical modules913

are called “chambers”. The chambers are independently-operating units, which are assembled914

into the overall muon detector system of CMS. The chambers form part of a spectrometer in915

which the analyzing magnet is the central solenoid together with the flux return yoke of CMS.916

To match the cylindrical geometry of the solenoid, the barrel region is instrumented with drift917
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tube chambers, and the 2 endcap regions with cathode strip chambers. Resistive plate cham-918

bers are interspersed in both the barrel and endcap regions. To utilize the magnet to measure919

the deflection of muons as they pass through its field, the muon chambers must detect the920

traversing track at several points along the track path. In the barrel region this means that921

chambers are positioned at several different values of the radial distance r from the beam line,922

and in the endcap region at several different values of distance along the beam direction z. A923

“station” is an assembly of chambers around a fixed r (in the barrel) or z (in the endcap) value.924

There are 4 stations in the barrel and in each endcap (ref to det picture), labelled MB1–MB4 and925

ME1/n–ME4/n, where integer n increases with the the radial distance from the beam line.926

The barrel drift tube (DT) chambers cover the pseudorapidity region | η |< 1.2. They are927

organized into 4 stations at different radii and interspersed between the yoke return plates.928

Each station consists of 8 layers of tubes measuring the position in the bending plane and 4929

layers for the longitudinal plane.930

In the endcap regions of CMS, where the muon rates and background levels are high and931

the magnetic field is strong and non-uniform, CMS uses cathode strip chambers (CSC). These932

chambers have a fast response time (because of the very short drift path), fine segmentation,933

and relative immunity to the non-uniformity of the field. The CSCs cover the | η | region934

from 0.9 to 2.4. Each endcap has 4 stations of chambers mounted on the faces of the endcap935

steel disks perpendicular to the beam. A CSC consists of 6 layers, each of which measures936

the muon position in 2 coordinates. The cathode strips run radially outward and provide a937

precision measurement in the r–φ bending plane. The wires provide a coarse measurement in938

the CMS radial direction. The CSCs in the innermost ring of station 1 have a structure different939

from those of the other rings in order to cope with specific geometrical requirements and the940

influence of the strong magnetic field in this region of the CMS detector.941

These muon detector elements cover the full CMS pseudorapidity interval | η |< 2.4 with942

no acceptance gaps ensuring good muon identification over a range corresponding to 10◦ <943

θ < 170◦. In addition to these tracking detectors, CMS has added a complementary, dedicated944

triggering detector with excellent time resolution to reinforce the measurement of the correct945

beam-crossing time at the highest LHC luminosities. The resistive plate chambers (RPC) are946

located in both the barrel and endcap regions, and they can provide a fast, independent trigger947

with a looser pT threshold over a large portion of the rapidity range (| η |< 1.6). The RPCs are948

double-gap chambers, operated in avalanche mode to ensure reliable operation at high rates.949

3.3.1 Local muon trigger950

The local muon triggers provide the trigger segments for the Level-1 trigger from each barrel951

and endcap muon chamber. In the barrel, this task is performed by the DT local trigger (DTLT),952

and in the endcaps, by the CSC local trigger (CSCLT). The RPC trigger is not based on local953

trigger devices, as muon trigger candidates are constructed from the spatial and temporal co-954

incidence of hits in the RPCs. The DT and CSC local trigger segments from each muon station955

are collected by the trigger Track Finder (TF), which combines them to form a muon track and956

assigns a transverse momentum value. At least 2 segments in 2 different stations are needed957

by the TF to construct a muon candidate.958

The timing parameters of the LHC are such that proton bunches potentially cross inside CMS959

every 25 ns. The purpose of the trigger system is to find event candidates fulfilling a predefined960

set of criteria and to assign them to an appropriate bunch crossing number. Trigger synchro-961

nization of a subsystem must be achieved at 3 levels: intrachamber synchronization, chamber-962

to-chamber relative synchronization, and subsystem-to-subsystem synchronization. Although963
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each muon subsystem faced unique challenges due to differences in chamber design, trigger964

electronics design, and physical position on the CMS detector, the general synchronization pro-965

cedures were similar.966

The time of the hit left by the passage of a particle through the muon chamber with respect967

to the locally distributed clock signal depends on the muon time of flight from the interaction968

point to the chamber, individual chamber properties and/or their geometrical position, latency969

of trigger electronics and length of cables and fibers connecting the chamber electronics to the970

peripheral crates. These properties are specific to each chamber and were studied during cos-971

mic data taking, before pp collisions were recorded at CMS. The synchronization with respect972

to the master LHC clock frequency (and hence with the rest of CMS) is achieved by moving the973

phase of the locally distributed BX with respect to the master LHC clock. The internal delay974

settings were further tuned to give optimal phase with respect to the LHC machine clock using975

high pT muon data from first LHC collisions.976

A dedicated DAQ stream was developed to collect at high rate a fraction of the CMS RAW data977

content consisting only of L1 trigger information, before any HLT processing. By comparing the978

distributions of L1 muon trigger times to the expected collision times, one can measure the L1979

synchronization. After contamination from cosmic-ray muons and beam halo was subtracted,980

the fraction of pre- and post-fired events was on the order of 0.2% and 0.1%, respectively need981

to check if this is true for DT. These results exceeded the Physics TDR expectations of 99% in-time982

triggering [23].983

The position and angle of the offline reconstructed track segments are compared with the corre-984

sponding information assigned by the DTLT to the trigger segments to determine the position985

and angular resolution of the DTLT primitives. The RMS of the position difference distribu-986

tion is approximately 1 mm, and is the same for every station type. The RMS of the angu-987

lar difference distribution is 4.8 mrad. The results are in agreement with previous measure-988

ments [24, 25], showing that the expected performance in terms of position and transverse989

momentum resolution at the output of the Level-1 trigger is achieved [26]. In a similar way,990

the position resolution of the CSCLT primitive is measured by comparing the position of the991

the CSC trigger primitive in the station to the position of the best-matched CSC track segment992

defined offline. The measured resolution is 3.2 mm, and 2.2 mm for ME1/1, which has nar-993

rower cathode strips. The angular resulution is much less critical in the endcaps, owing to their994

more complete geometrical coverage. For this reason the direction resolution of the CSC trigger995

primitives was not studied in detail.996

Table 5: Average DTLT efficiencies for the different station types, for data and simulation. Re-
sults that include the correct BX identification (BXID) are also shown. Error values include both
statistical and systematic uncertainties.

DTLT Efficiency (%) BXID Efficiency (%)
Station Data Simulation Data Simulation

MB1 96.2 ± 0.1 97.9 ± 0.9 94.5 ± 0.9 96.4 ± 0.9
MB2 95.7 ± 0.8 98.0 ± 0.8 94.0 ± 0.8 96.7 ± 0.7
MB3 95.8 ± 0.9 98.3 ± 0.8 93.8 ± 0.9 96.9 ± 0.8
MB4 95.0 ± 0.1 97.1 ± 0.9 93.0 ± 0.9 95.6 ± 0.9

To measure the DTLT efficiency, selected events are required to be triggered by the RPC sys-997

tem, without any requirement on the presence of the DT trigger, which could otherwise bias the998

measurement. The presence of a well reconstructed reconstructed muon track in the DT accep-999
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tance is then required. The contamination from cosimc rays is removed by selecting only tracks1000

with small impact parameter. The track transverse momentum is required to be pT > 7 GeV/c,1001

to allow the particle to reach the outer station of the muon barrel. The average DTLT efficiency1002

is shown in Table 5, for data and simulation, for the 4 barrel stations. The overall systematic1003

uncertainty, which dominates the measuremment, is estimated from the observed spread of1004

the measured DTLT efficiencies over the various stations, once the stations with known hard-1005

ware problems are removed. The lower efficiency measured in the data with respect to the1006

simulation is partially due to small differences in the timing of the muon stations from ideal1007

conditions, and is a subject of further investigation during the 2011 data-taking campaign to1008

be checked if any news. If in the DTLT efficiency definition the trigger primitive is also required1009

to correctly assign the BX at which the muon candidate is produced, the average efficiency1010

decreases to 93.8%, which is more than 1% better than the design (Level-1 Trigger TDR) perfor-1011

mance [26]. Results for the DTLT efficiency including the correct BX assignment are shown in1012

Table 5.1013

Table 6: Average CLCT efficiencies per station: the uncertainties are statistical and systematic,
respectively.

Cathode Trigger Primitive Efficiency (%)
Single Track Matching Method Tag-and-Probe Method

Station Data Simulation Data Simulation
ME1 97.9 ± 0.1 ± 0.7 99.0 ± 0.1 ± 1.3 98.7 ± 0.9 ± 0.8 97.2 ± 0.1 ± 1.3
ME2 97.0 ± 0.1 ± 0.4 96.7 ± 0.1 ± 0.4 95.6 ± 0.9 ± 1.0 94.2 ± 0.2 ± 1.4
ME3 - - 96.0 ± 0.9 ± 1.1 92.5 ± 0.2 ± 1.9
ME4 - - 94.5 ± 1.6 ± 1.4 89.8 ± 0.3 ± 2.1

Two methods were used to measure the CSCLT efficiency: the “single track matching” and the1014

“tag-and-probe” methods. Both methods use tracks reconstructed using only tracker detector1015

information (the so-called “tracker tracks”), to perform an unbiased measurement. In the “sin-1016

gle track matching” method, a high quality tracker track whose extrapolation crosses a CSC1017

station (tag station) is selected, and the CSCLT efficiency is measured in another station (probe1018

station) that is in front of the tag station. In the tag-and-probe method, muon candidates from1019

J/ψ and Z0 decays are used. Of the two muon candidates from a resonance decay, one is used1020

as a tagging track and the other acts as a probe.1021

The CSCLT efficiency is measured for both data and simulated events. The single track match-1022

ing method is applied to minimum bias data, whereas the tag-and-probe method is applied1023

to the J/ψ and Z0 samples. The average efficiencies for stations ME1 and ME2 are reported in1024

Table 6. The uncertainties are dominated by systematic effects, related to the selection criteria1025

applied to the tracks and the trigger segments. Only in the case of the tag-and-probe measure-1026

ment of data are the statistical and systematic uncertainties of similar size.1027

3.3.2 Local muon reconstrution1028

The global reconstruction of muons relies on the local reconstruction of objects inside the in-1029

dividual muon chambers. The 3 muon detector systems (DT, CSC, and RPC) use different1030

techniques to register and reconstruct signals originating from charged particles penetrating1031

them. Still, in all cases the basic objects are “reconstructed hits” (i.e., 2- or 3-dimensional spa-1032

tial points with assigned uncertainties) and segments, obtained by fitting straight lines to the1033

reconstructed hits.1034
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The track segment reconstruction in the barrel DT chambers proceeds in 2 steps: first, a hit1035

reconstruction consisting of deriving spatial points from the TDC time measurements; second,1036

a linear fit of these points in the 2 projections of a chamber (8 φ-layers and 4 θ-layers), to perform1037

a local pattern recognition and obtain reconstructed segments. The first step starts with the1038

calibration of the TDC output to get the real drift times of the ionized charge within the tube.1039

Since a DT cell is 42 mm wide and has a central wire, the maximum drift distance is 21 mm.1040

Then, multiplying the drift times for a known drift velocity, a pair of space points (rechits) are1041

obtained, left and right, at equal distance from the wire. These are the input to the linear fit1042

that attempts to associate the majority of rechits to a segment. Hits that are inconsistent with1043

the fit, yielding high segment χ2 values, are discarded. At least 3 rechits from different layers1044

are required to build a segment.1045

In the endcap CSCs, the rechit reconstruction is based on information from the strips (local x or1046

φ coordinates) and wires (local y coordinate). A rechit is built only if signals from both strips1047

and wires are present in a given layer. The strip width varies between 0.35 and 1.6 cm for dif-1048

ferent chamber sizes and locations, and a typical muon signal is contained in 3 to 6 strips. The1049

charge distribution of the strip signals is well described by a Gatti function ([27], [28], [29]),1050

which is the basis of the the local x coordinate reconstruction. The wire signals are grouped1051

in wire groups with widths between 2 and 5 cm and typically only 1 wire group is fired. The1052

uncertainties on the position measurements are extracted from studies performed from mea-1053

surements using both cosmic and collision data. The proper error correlation matrix is assigned1054

to a rechit (strips and wires are not perpendicular). Segments are built from the available re-1055

chits in the 6 layers of the chambers and and rechits from at least 3 layers are required to build1056

a segment. Rechits that are rejected by the fit have positions typically distorted by the presence1057

of delta electrons.1058

The RPC local reconstruction has as input the strips that were fired on a given event. The strips1059

that are next to each other are grouped into what is called a “strip cluster”, and the average1060

position of the strips that form the cluster is what constitutes the reconstructed hit of a given1061

RPC detector. The uncertainty on the measurement follows the standard deviation of a uniform1062

distribution (i.e., simply the size of the cluster along each direction divided by
√

12).1063

Hit resolution is determined from the distribution of hit residuals with respect to the muon tra-1064

jectory. This is possible in the DTs and CSCs with no need of an external reference by using the1065

track stubs (“segments”) reconstructed with a straight line fit of the hits in the different mea-1066

surement layers. Therefore, the relative alignment of chambers does not affect the result. The1067

residual of hits with respect to the reconstructed segment is a biased estimator of the resolution1068

because the hit under study contributes to the segment fit if all available hits are includedin1069

the segment, or because of the uncertainty in segment extrapolation or interpolation if the fit1070

is performed after removing the hit under study. In either case, the bias can be corrected for1071

by using the statistical relationship between the width of the residual distribution for a given1072

layer and the actual resolution. Monte Carlo studies have shown these corrections allow the1073

true resolution to be obtained with good accuracy. Residuals in RPC chambers, which provide1074

a single measurement of the trajectory, are defined by extrapolating the segment of the closest1075

DT or CSC chamber.1076

The single-hit DT resolution is summrized in Table 7. The resolution is approximately the1077

same for positive and negative pseudorapidity given the geometric symmetry of the system.1078

In Wheel 0, the resolution is the same for the r–φ and r–z layers. The resolution varies mov-1079

ing towards external wheels due to the effect of the larger longitudinal incidence angle (θ) of1080

muons on these chambers. For r–z SLs, θ is the angle in the measurement plane; therefore the1081
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resolution is significantly degraded in external wheels, due to the increasing deviation from1082

linearity of the space-time relationship with larger angles of incidence of the particles. For1083

r–φ layers, θ is the angle in the plane orthogonal to the measurement plane; the larger angle1084

in external wheels results in longer paths inside the cells that increase the primary ionization1085

statistics, causing a a slight improvement in the r–φ resolution. The poorer resolution of the r–φ1086

layers in MB4 compared to MB1–3 is due to the fact that in this station, where a measurement1087

of the orthogonal coordinate is missing, it is not possible to correct for the actual muon time1088

of flight and signal propagation time along the wire. This correction can be applied at a later1089

stage, during the fit of a muon track using all stations.1090

Table 7: Single-hit DT resolution for r–φ and r–z layers expressed in µm, averaged over all
sectors in each barrel wheel and station.

SL Type Station W-2 W-1 W0 W1 W2

r–φ

MB1 220±7 249±16 266±8 243±9 217±7
MB2 229±12 255±10 276±9 252±6 223±15
MB3 229±11 256±11 275±10 255±10 231±8
MB4 287±21 325±26 349±23 315±21 284±19

r–z
MB1 772±32 432±25 266±16 419±18 785±33
MB2 627±26 425±19 280±10 419±16 651±43
MB3 538±30 372±13 278±14 368±18 538±27

The spatial resolution of the segment fitted in the whole chamber, obtained as σ/
√

N, where σ1091

is the single-hit resolution and N the number of layers included in the fit, is reported in Table 8.1092

Table 8: DT chamber resolution in the r–φ and r–z projections, expressed in µm, averaged over
all sectors in each barrel wheel and station.

SL Type Station W-2 W-1 W0 W1 W2

r–φ

MB1 78±2 88±6 94±3 86±3 77±2
MB2 81±4 90±3 98±3 89±2 79±5
MB3 81±4 90±4 97±4 90±4 82±3
MB4 101±7 115±9 123±8 111±7 100±7

r–z
MB1 386±16 216±12 133±8 209±9 393±17
MB2 314±13 212±9 140±5 210±8 325±22
MB3 269±15 186±7 139±7 184±9 269±14

The CSC spatial resolution is determined by the design parameters of the chambers, as well1093

as certain characteristics of each muon track and their reconstruction. The measured cham-1094

ber resolutions obtained using different samples and taking into account different geometrical1095

characteristics of the chambers are summarized in Table 9.1096

The resolutions obtained from cosmic muons are found to be slightly worse than those mea-1097

sured from collision data. This is expected due to several reasons: cosmic muons arrive uni-1098

formly distributed in time, which worsens the hit resolution; they have a larger variation of1099

angles of incidence; and there are backgrounds that can be removed from the collision events1100

by requiring the presence of well reconstructed muons with pT > 20 GeV/c that cannot be re-1101

moved from cosmic muon data. Reasonable agreement with simulated events is found for pp1102

collision data. There are known differences for the ME1/1 chambers (in parentheses in Table 9):1103

while the HV in the data was lowered by 4%, the MC still uses the design HV setting1, which1104

1During 2010 running, the HV for the ME1/1 chambers was set lower than the design value because the design
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Table 9: Average CSC position resolutions ( µm).
Chamber type

Run type/period ME1/1 ME1/2 ME1/3 ME2/1 ME2/2 ME3/1 ME3/2 ME4/1
Cosmics 2009 70 109 129 144 158 143 197 208
Cosmics 2010 70 109 130 144 157 143 193 196

Collisions 2010 58 92 103 126 132 126 136 131
pp MC 2010 (37) 80 110 121 150 115 151 114

leads to the observed better resolution in the simulation. Further smaller differences seen be-1105

tween data and simulation are understood to be due to differences in simulating the deposited1106

charge, which will be addressed in future work. All measured resolutions are close to and most1107

even exceed the requirements noted in the CMS Muon TDR [30], which called for 75 µm for1108

the ME1/1 and ME1/2 chambers and 150 µm for the remaining chambers.1109

In the CMS muon system, RPCs are used as trigger detectors; nevertheless, hits are provided1110

for reconstruction and muon identification. To measure the resolution of the RPC system, DT1111

and CSC segment extrapolation was performed and compared with the reconstructed RPC hit1112

(the average position of the strips fired when a muon passes through a given RPC chamber).1113

The Gaussian fit results for all the different RPC residual distributions in CMS (Table 10) should1114

be considered as the definitive resolution measurements for the RPC system. As expected, a1115

clear correlation can be seen between RPC resolution and strip pitch.1116

In addition to a measurement of the track position and direction, the DTs and CSCs provide a1117

measurement of the arrival time of a muon in a chamber, together with the RPCs. In a sample1118

of prompt muon tracks the overall segment time resolution was determined to be better than1119

2.4 ns in DT and better than 3 ns in CSC and RPC.1120

The hit reconstruction efficiency is measured using reconstructed local segments. However, to1121

reduce possible biases, loose selection criteria were applied to the reconstructed segments in1122

order to discard poor quality segments originating from fakes and background particles.1123

Figure 16, left, shows both hit reconstruction and hit association efficiency as functions of the1124

position in a DT cell. Apart from the known inefficiency induced by the cathode at the edges of1125

the cell [31], the hit reconstruction efficiency is everywhere≥99%. The hit association efficiency1126

is, as expected, up to 2% lower, as it depends on the details of the calibration and contributions1127

from δ-rays. Figure 16, right, shows the hit reconstruction and the hit association efficiencies as1128

functions of position in the layer for a subset of DT MB1 chambers. The efficiency is constant1129

along the layer and the cell structure is clearly visible. Overall, the hit reconstruction efficiency1130

in the barrel DT system is on average ≈98%, whereas the association efficiency is ≈96%.1131

Figure 17 shows the rechit efficiency in the endcap CSCs of station 2, ring 2, for all layers as1132

a function of the local y coordinate (left) and the strip φ angle (right). The “dead” chamber1133

regions located between the high voltage segments are clearly visible on the left plot. A slight1134

inefficiency is observed at the boundaries between consecutive cathode readout boards (CFEB)1135

in the φ efficiency plot (right). The rechit efficiency in the “active” CSC regions is well above1136

99.5%. The association efficiency is 97.1± 0.1% for the 4 central (out of 6) layers and there is a1137

small bias (< 1%) in the 2 outer layers related to the procedure of removing “bad” hits inside a1138

segment.1139

The barrel and endcap RPC systems are mainly used as trigger detectors; however they do1140

resolution could be obtained at the lower value, which increases the lifetime of the chambers. If necessary, the HV
can be increased and the spatial resolution improved further.
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Figure 16: Left: Hit reconstruction (black) and hit association (red) efficiency as a function
of the track position in a DT cell. Right: Hit reconstruction (black) and hit association (red)
efficiency as a function of the track position in a DT MB1 layer .
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Figure 17: CSC rechit reconstruction efficiency based on the segment propagation as functions
of the local y (wire groups) coordinates (left) and strip φ coordinates (right).

contribute to the muon reconstruction by providing additional position and time information1141

to that provided by the DT and CSC systems in the barrel and endcap regions. Every RPC is1142

located close to a DT or CSC and therefore the extrapolation of a segment reconstructed by1143

the latter should point to a specific RPC strip and to a particular location within the strip. In1144

a sense, an RPC can be considered as an additional DT or CSC layer. This allows the use of1145

reconstructed DT and CSC segments as probes for determining the RPC efficiency.1146

The expected rechit efficiency of the RPC system is 95%. The measured efficiency is shown in1147

Fig. 18, separately for the barrel (left) and endcap (right) RPCs. As can be seen, the efficiencies1148

in the barrel and endcap chambers are comparable and close to expectations. The tail of lower1149

efficiency chambers is a result of RPCs affected by electronics problems (e.g., a few dead chan-1150

nels) or not operating at the optimal voltage. The percentages of RPCs with efficiencies below1151

80% in the barrel and endcap are 1.2% and 1.3%, respectively. For the 2011 data-taking period,1152

a set of calibration runs has been taken to tune the operating voltage chamber by chamber.1153

The segment reconstruction efficiency measurement was performed using the tag-and-probe1154

method applied to well-identified muons from J/ψ and Z0 decays selected from 2010 collision1155

data at
√

s = 7 TeV. Corresponding samples of simulated events were used to compare the1156

observed efficiency distributions with the expected one.1157
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Figure 18: RPC efficiency distribution per chamber for the barrel (left) and endcap (right).
Chanbers with known problems are excluded from the plot.

For the DTs, the passing probes are those that were matched by the global track reconstruction1158

to a segment reconstructed within the chamber. For the CSCs, the passing probes are required1159

to match a local CSC segment within a distance of 40 cm, which is a loose requirement but1160

further reduces the small background from cosmic muons or other muons and jets present in1161

the event.1162

The selected probe tracks were propagated to the muon stations, starting from their point of1163

closest approach to the interaction point. The propagation procedure allows the position of the1164

track to be determined at any crossed surface. Uncertainties due to multiple scattering on the1165

extrapolated position match the MC expectations.1166

The presence of reconstructed segments was checked for each individual chamber crossed by1167

the probe tracks. To reduce the apparent loss of efficiency owing to propagation errors, the1168

intersections between probe track and chamber were required to be away from the chamber1169

edges, reduced by the error on the position of the intersection itself. The residual effects of1170

propagation errors are included in the measured efficiency.1171

Owing to energy losses in the traversed material there is a minimum momentum (or pT at a1172

given η) threshold for muons to reach the muon detector. The pT threshold is ≈1 GeV/c for1173

the forward region and increases to ≥ 4 GeV/c in the central region. To reduce the effect of1174

multiple scattering on the efficiency measurement and to assure the muon has the energy to1175

further penetrate all the muon stations a requirement on the minimal pT (p) of the track probes1176

is imposed. In the following, a selection of pT > 10 GeV/c in the barrel and p > 15 GeV/c in the1177

endcap was applied (except for the pT dependent measurement).1178

Figure 19 shows the segment efficiency as a function of pT of the probe track, for the 4 barrel1179

DT stations.1180

Figure 20 shows the segment efficiency as functions of η, and pT of the probe track, for 2 endcap1181

CSC stations and the comparisons with simulation.1182
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Figure 19: Segment reconstruction efficiency as a function of transverse momentum in the 4
barrel DT stations (left); the vertical line separates the ranges covered by probes originating
from J/ψ and Z0 decays; and as a function of η in station 2, compared to simulated data (right);
no cut around chamber edges is applied for this plot.

The overall segment reconstruction efficiencies measured in the endcap (CSC) and barrel (DT)1183

muon systems are summarized in Table 11. Here the systematic uncertainties are obtained by1184

estimating the impact of the multiple-scattering effects on the probes.1185

In summary, the reconstructed segment efficiency determined using the tag-and-probe method1186

with real data is at the level of 95%–99% in all muon system stations with a systematic uncer-1187

tainty of less than 2%. The dead zones in the muon chambers and the non-operating cham-1188

bers/regions are the main reasons for segment inefficiencies in the muon chambers. We see an1189

overall good agreement between data and Monte Carlo simulation within the uncertain ties.1190

3.3.3 Global muon reconstrution1191

In the CMS reconstruction for pp collisions [6, 32], tracks are first reconstructed independently1192

in the inner tracker (tracker track) and in the muon system (standalone-muon track). Based on1193

these objects, two muon reconstruction approaches are used:1194

• Global Muon reconstruction (outside-in). For each standalone-muon track, a matching1195

tracker track is found by comparing parameters of the two tracks propagated onto1196

a common surface, and a global-muon track is fitted combining hits from the tracker1197

track and standalone-muon track, using the Kalman-filter technique [18]. At large1198

transverse momenta, pT & 200 GeV/c, the global-muon fit can improve the momen-1199

tum resolution compared to the tracker-only fit [6, 32].1200

• Tracker Muon reconstruction (inside-out). In this approach, all tracker tracks with pT >1201

0.5 GeV/c and the total momentum p > 2.5 GeV/c are considered as possible muon1202

candidates and are extrapolated to the muon system taking into account the mag-1203

netic field, the average expected energy losses, and multiple scattering in the detec-1204

tor material. If at least one muon segment (i.e., a short track stub made of DT or1205

CSC hits) matches the extrapolated track, the corresponding tracker track qualifies1206

as a Tracker Muon. Track-to-segment matching is performed in a local (chamber)1207

coordinate system, where local x is the best-measured coordinate (in the r-φ plane)1208
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Figure 20: Comparison between measured (red) and simulated (blue) data of the segment
reconstruction efficiency versus η (top), and pT (bottom) for endcap CSC stations ME1 (left)
and ME2 (right). The vertical line on the pT distributions separates the ranges covered by
probes originating from J/ψ and Z0 decays.

and local y is the coordinate orthogonal to it. The extrapolated track and the seg-1209

ment are considered to be matched if the distance between them in local x is less1210

than 3 cm or if the value of the pull for local x is less than 4, where the pull is defined1211

as the difference between the position of the matched segment and the position of1212

the extrapolated track, divided by their combined uncertainties. The RMS width of1213

residuals is shown in Fig. 21 as a function of the muon-station number, for the DT1214

and CSC systems.1215

Tracker Muon reconstruction is more efficient than the Global Muon reconstruction at low mo-1216

menta, p . 5 GeV/c, because it requires only a single muon segment in the muon system,1217

whereas Global Muon reconstruction is designed to have high efficiency for muons penetrat-1218

ing through more than one muon station and typically requires segments in at least two muon1219

stations.1220

Thanks to the high tracker-track efficiency [33] and a very high efficiency of reconstructing1221

segments in the muon system, about 99% of muons produced in pp collisions and having suffi-1222

ciently high momentum are reconstructed either as a Global Muon or a Tracker Muon, and very1223

often as both. Candidates found both by the Global Muon and the Tracker Muon approaches1224

that share the same tracker track are merged into a single candidate. Muons reconstructed1225
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Figure 21: RMS width of residuals of the local x position, given by the position of the muon
segment with respect to the extrapolated tracker track, as a function of the muon station, for DT
chambers in the barrel region (left) and CSCs in the endcap regions (right). Data are compared
with MC expectations.

only as standalone-muon tracks have worse momentum resolution and less favourable colli-1226

sion muon to cosmic-ray muon ratio than the Global and Tracker Muons and are usually not1227

used in physics analyses. Their resolution is at the level 10% in the barrel and 15-20% in the1228

endcaps for muons with pT up to 100 GeV/c.1229

For both Global and Tracker Muons with pT < 200 GeV/c, the momentum is determined by1230

the tracker-only fit. The contribution from the muon stations becomes important only at high1231

momenta. CMS has developed specialized algorithms for high-pT muon reconstruction and1232

momentum assignment. As the muon passes through the steel of the magnet return yoke, mul-1233

tiple scattering and radiative processes can alter the muon trajectory. While the former is not1234

so important for high-momentum muons, the latter can result in large energy losses and can1235

also produce electromagnetic showers giving rise to additional hits in the muon chambers. As a1236

consequence, the estimate of the muon momentum at the production vertex can be significantly1237

different from its true value. Therefore, several different strategies for including information1238

from the muon system have been developed and studied using cosmic rays [32]. These tech-1239

niques either use hits only from the innermost station or retain only hits that, based on a χ2
1240

comparison, are compatible with the extrapolated trajectory. To further improve the resolution1241

at high pT, mainly by reducing the tails of the momentum resolution distribution, the Tune P1242

algorithm chooses, on a muon-by-muon basis between these different fits.1243

Several techniques were developed to measure the muon momentum scale and resoltution.1244

For muons with pT < 100 GeV/c two different approaches, MuScleFit (Muon momentum Scale1245

calibration Fit) and SIDRA (SImulation DRiven Analysis) described in MUO-10-004, making1246

use of muons originating from J/ψ and Z decays. As can be seen in Fig. 22, the results obtained1247

with the two methods agree within the uncertainties. The relative pT resolution obtained using1248

MuScleFit is found to be in the range from 1.3% to 2.0% for muons in the barrel and up to1249

≈6% for muons in the endcaps, in good agreement with the results obtained from simulation.1250

The σ(pT)/pT averaged over φ and η varies in pT from (1.8± 0.3(stat.))% at pT = 30 GeV/c1251

to (2.3± 0.3(stat.))% at pT = 50 GeV/c, again in good agreement with the expectations from1252

simulation. Averaged over the whole acceptance, using the same techniques, the relative bias1253

in the muon momentum scale is measured with a precision of better than 0.2% and is found to1254
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Figure 22: Relative transverse momentum resolution σ(pT)/pT in data and simulation mea-
sured by applying the MuScleFit and SIDRA methods to muons produced in the decays of Z
bosons and passing the Tight Muon selection. The thin line shows the result of MuScleFit on
data, with the grey band representing the overall (statistical and systematic) 1σ uncertainty
of the measurement. The circles are the result of MuScleFit on simulation. The downward-
pointing and upward-pointing triangles are the results from SIDRA obtained on data and simu-
lation, respectively; the resolution in simulation was evaluated by comparing the reconstructed
and “true” pT once the reconstructed pT was corrected for φ-dependent biases. The uncertain-
ties for SIDRA are statistical only and are smaller than the marker size.

be consistent with zero up to pT values of 100 GeV/c. should we comment about φ and η dependent1255

corrections needed for precision measurements1256

High-pT muons are an important signature in many searches for new physics, so it is crucial1257

that the performance of their reconstruction, which has some significant differences to that of1258

lower-pT muons (such as an increased role of the muon system in momentum measurement1259

and larger impact of showering) is well understood. Cosmic-ray muons that traverse the entire1260

CMS detector can be used to evaluate the momentum resolution by comparing the momenta1261

reconstructed independently in the upper and lower halves of the muon system, a procedure1262

that was first applied to cosmic-ray muons collected in 2008 [32].1263

Figures 23(a) and (b) show the relative resolution as measured by the Gaussian width and1264

the truncated sample RMS, respectively, for the tracker-only and global fits, and for the sigma-1265

switch [need to get rid of sigma switch] and Tune P algorithms as a function of the pT of the muon.1266

The Gaussian width gives a measure of the core resolution, while the truncated sample RMS1267

includes the effects of the tails of the distribution; both can be separately important for con-1268

siderations of momentum resolution, possibly depending on the details of the physics analysis1269

being considered.1270

should add a paragraph on cosmic endpoint and quote 5% unceratinty per TeV in momentum scale.1271

The combination of different algorithms provides a robust and efficient muon reconstruction.1272

A given physics analysis can achieve the desired balance between identification efficiency and1273

purity by applying a selection based on various muon identification variables. Three baseline1274

muon identification algorithms, widely used in CMS analyses, are described here.1275
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Table 10: σ position resolution for the RPCs with alignment.
Barrel Endcaps

Layer σ (cm) Ring σ (cm) Ring σ (cm)
RB1in 0.81 RE1/2/A 0.94 RE(2,3)/2/A 1.07

RB1out 0.90 RE1/2/B 0.88 RE(2,3)/2/B 0.96
RB2in 1.03 RE1/2/C 1.05 RE(2,3)/2/C 0.86

RB2out 0.99 RE(1,2,3)/3/A 1.11
RB3 1.06 RE(1,2,3)/3/B 1.28
RB4 1.32 RE(1,2,3)/3/C 1.10

Table 11: Local segment reconstruction efficiency for stations 1, 2, 3, and 4 of the barrel (DT)
and endcap (CSC) muon systems .

DT Efficiency (%) CSC Efficiency (%)
Data MC Data MC

Station 1 99.2 ± 0.4 98.05 ± 0.03 98.9 ± 0.9 ± 0.8 97.8 ± 0.1 ± 1.1
Station 2 99.0 ± 0.4 98.98 ± 0.03 96.8 ± 0.9 ± 0.7 95.5 ± 0.1 ± 1.0
Station 3 99.1 ± 0.4 99.08 ± 0.04 96.8 ± 0.9 ± 1.1 94.1 ± 0.1 ± 1.7
Station 4 98.9 ± 0.6 99.00 ± 0.04 94.9 ± 1.6 ± 1.5 91.7 ± 0.2 ± 1.7
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Figure 23: (a) Widths of Gaussian fits of the distributions of the muon q/pT relative residuals for
the tracker-only and global fits, and for the output of the sigma-switch and Tune P algorithms,
as a function of the pT of the muon; (b) sample RMSs (truncated at±1) of the same distributions.
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this part needs to be adapded to 2012 situation1276

• Particle-Flow Muon selection. The CMS particle-flow event reconstruction [34] com-1277

bines the information from all subdetectors to identify and reconstruct individually1278

particles produced in the collision. The resulting list of particles is then used to1279

construct higher-level particle-based objects and quantities, such as jets and missing1280

transverse energy. In order to identify Particle-Flow Muons, a selection is performed1281

on all the muon candidates reconstructed with the standard algorithms described1282

above. This selection has been optimized to identify muons in jets with high effi-1283

ciency, keeping the misidentification rate from charged hadrons low. This is needed1284

in order to avoid biases in jet and Emiss
T measurements coming from non-identified1285

or misidentified muons. As a consequence, the Particle-Flow Muon selection has1286

been designed to retain non-isolated muons, including the muons from hadron de-1287

cays in flight, usually considered as a background in typical muon analyses. This1288

is achieved by applying selection criteria, which differ in strictness depending on1289

whether the muon candidate is isolated or not, and whether its momentum is com-1290

patible with the energy deposition in the calorimeters assigned to the candidate by1291

the particle-flow event reconstruction. The details of the Particle-Flow Muon selec-1292

tion are described in Ref. [35].1293

• Soft Muon selection. This selection requires the candidate to be a Tracker Muon, with1294

the additional requirement that a muon segment is matched in both x and y coor-1295

dinates with the extrapolated tracker track, such that the pull for local x and y is1296

less than 3. Segments that form a better match with a different tracker track are not1297

considered. These additional requirements are optimized for low pT (< 10 GeV/c)1298

muons. This selection is used in quarkonia and B-physics analyses in CMS [36].1299

• Tight Muon selection. For this selection, the candidate must be reconstructed outside-1300

in as a Global Muon with the normalized χ2 of the global-muon track fit less than 101301

and at least one muon chamber hit included in the global-muon track fit. In addition,1302

its corresponding tracker track is required to be matched to muon segments in at1303

least two muon stations (this implies that the muon is also reconstructed inside-1304

out as a Tracker Muon), use more than 10 inner-tracker hits (including at least one1305

pixel hit), and have a transverse impact parameter |dxy| < 2 mm with respect to1306

the primary vertex. With this selection, the rate of muons from decays in flight1307

is significantly reduced, at the price of a few percent loss in efficiency for prompt1308

muons such as those from W and Z decays. The Tight Muon selection is used in1309

many physics analyses in CMS, in particular in the measurements of inclusive W1310

and Z cross sections [37, 38].1311

The Tight Muon transverse momentum and pseudorapidity distributions for pT > 20 GeV/c are1312

compared to the expectations from the Monte Carlo simulation in Fig. 24. Muons from light-1313

hadron decays are predicted to contribute less than 10%, while the hadron punch-through is1314

suppressed to about 1%. The beauty contribution dominates up to muon transverse momen-1315

tum of about 30 GeV/c, where the W contribution starts to prevail, leading to a shoulder in1316

the falling pT spectrum. The inclusive muon yield agrees with the expectations within a few1317

percent up to a transverse momentum of 50 GeV/c. At higher momenta the leading processes1318

are W and Z production, occasionally associated with hard jets. In this pT region, the data1319

agree with the predictions within 10%. This has been verified to be fully consistent with the-1320

oretical uncertainties related to missing higher-order QCD contributions, by comparing the1321

MADGRAPH generator used to simulate W and Z with other Monte Carlo programs for the1322

W(Z)+jets processes. In conclusion, given the known experimental and theoretical uncertain-1323



44
3 Objects Reconstruction and Physics Performance - benchmarked against challenging

physics reaction(s)

ties, the agreement between the data and simulation is satisfactory over the entire momentum1324

range of pT . 200 GeV/c.1325

Figure 24: Distributions of transverse momentum (top left) and pseudorapidity (top right) for
Tight Muons with pT > 20 GeV/c, comparing data (points with error bars) to Monte Carlo sim-
ulation broken down into its different components. The last bin in the pT distribution includes
the overflow.

We evaluate the efficiencies for prompt muons by applying a tag-and-probe technique to mu-1326

ons from J/ψ and Z decays. Using this technique it is possible to obtain almost unbiased es-1327

timates of the efficiencies of the different stages of muon trigger and offline reconstruction.1328

Events are selected with strict selection requirements on one muon (the “tag” muon) and with1329

a more relaxed selection on the other muon (the “probe” muon), such that the selection applied1330

to the probe muon does not bias the efficiency that one wants to measure. The fraction of probe1331

muons that passes the selection under study gives an estimate of its efficiency.1332

Figure 25 shows the muon efficiency εrec+id given that a tracker track exists, measured using1333

J/ψ → µ+µ− and Z → µ+µ− events. The results obtained from the data collected in the 20101334

LHC data-taking period are compared with those from simulated events. The probablilities1335

for particles other than muons to be identified as muons were sudied using charged hadrons1336

originating from decays of K0
S, Λ and φ. These probabilities are 0.6% for Soft Muons, 0.4% for1337

Particle Flow Muons and smaller than 0.2% for Tight Muons. might want to update this part with1338

2012 data and selections1339

In adition to the basic muon identification algorithms described above, additional selection1340

criteria can be applied specific to the topology of the studied signal. An example is the trans-1341

verse impact parameter cut which can help to separate prompt muons from muons originating1342

from heavy-flavor decays. Another very useful quantity to increase the purity for prompt1343

muons is the muon isolation. Several muon isolation algorithms were developed in CMS.1344

Figure 26 shows the efficiency of the various isolation algorithms evaluated on muons with1345

20 < pT < 50 GeV/c from Z decays as a function of the threshold on the corresponding isola-1346

tion variable. Results obtained with the tag-and-probe (for all three isolation algorithms) and1347

the LKT (for Irel
trk and Irel

comb) methods are shown for both data and simulation. maybe should drop1348

LKT here.1349

The good performance of the muon reconstruction and identification provides the necessary1350

confidence in all elements of the chain from muon detection to muon analysis, which is essen-1351
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Figure 25: Tag-and-probe results for the muon efficiency εrec+id in data compared to simulation.
Given that a tracker track exists, the plots show the efficiency as a function of muon pT for Soft
Muons (left), Particle-Flow Muons (middle), and Tight Muons (right) in the barrel and overlap
regions (top), and in the endcaps (bottom). The measurement is made using J/ψ → µ+µ−

events for pT < 20 GeV/c and Z → µ+µ− events for pT > 20 GeV/c. For pT < 3 GeV/c, only
tracks with MIP signature are considered, in order to reduce the background.

tial for searches for physics beyond the Standard Model as well as accurate Standard Model1352

measurements.1353

3.4 Jet/MET1354

3.5 Anomalous Signals in HCAL1355

Several sources of anomalous signals in HCAL have been observed which can be misinter-1356

pretted as energy deposits. Electronics and detector noise observed primarily in the Hadronic1357

Barrel (HB) and Endcap (HE) occurs randomly and is independent of the beam conditions.1358

This type of noise occuring in the Hybride Photo Diode (HPD) and the Readout Box (RBX) is1359

collectively referred to as HPD/RBX noise. We also observe beam induced anomalous signals1360

recorded by the photomultipliers (PMTs) of the the Hadronic Forward (HF) calorimeter. The1361

source of this type of noise comes from particles interacting directly in the glass window, the1362

glass sides of the HF PMT, or the light collection fibers.1363

Anomalous signals occuring later than the collision signal in HF were observed during op-1364

erations in 2010. The source of the signals was determined to come from scintillation light1365

produced in a sleeve used in the air core light guide of HF. In January 2011 the material was1366

replaced and this source of anomalous signal was removed.1367

In HBHE the collision signal extends over several 25ns time samples. In 2011 the energy for1368
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Figure 26: Isolation efficiency for muons from Z decays versus isolation efficiency for muons in
the QCD-enhanced dataset described in the text, for tracker relative, tracker-plus-calorimeters
relative, and particle-flow relative isolation algorithms. Muons are required to have pT in the
range between 20 and 50 GeV/c. The background rejection is limited by the 0.4% contamination
from truly isolated muons.

HBHE was reconstructed using 4TS (100ns). With increaing luminosity and a bunch spacing1369

of 50ns, it is possible for one channel to have energy deposits from two consecutive crossings.1370

At the start of 2012, the integration window for the energy reconstruction was changed from1371

using 4TS in HBHE to 2TS plus a signal containment correction in order to eliminate the contri-1372

bution to the energy from energy deposits from the next collision crossing. For HF the energy1373

reconstruction was changed from 2TS to 1TS in order to reduce the contribuion from early hits1374

from the next crossing. The HF signal is faster than fpr HBHE and is contained in one TS.1375

It is essential to remove anomalous signals so that they do not contribute to the measured1376

energy attributed to collision event. Noise filtering algorithms have been developed to flag and1377

remove anomalous signals from the reconstructed objects such as Jets and Missing Transverse1378

Energy (MET). When many channels are identified as noise, the entire event can be flagged and1379

removed during the user’s analysis.1380

3.5.1 Noise Filters for HF1381

Particles interacting in the HF PMT can produce a signal arriving earlier than signals from1382

Cherenkov light collected from the absorber. Such interactions also typically produce a signal1383

in one PMT without a signal in the adjacent PMTs. The Cherenkov signal is narrow and is fully1384

integrated within one 25ns time sample. The leading edge of the signal has been adjusted so1385

that the collision signal is contained in the sample of interest and early PMT window events1386

have part of the signal arriving in the earlier time sample. This allows us to use the signal shar-1387

ing between the sample of interest and the previous sample to distinguish between anomalous1388

and collision signals. In addition to anomalous signals ariving early we observe broad pulses1389

that is attributed to showing in the region of the PMT.1390

The pulse shape discriminant PS = TS2/(TS1+TS2+TS3) is a measure of how well formed the1391

pulse is and is used to flag reconstructed hits (rechits) as anomalous signals. Figure 27 shows1392

the pulse shape variable as a funtion of the signal summed in the three time samples. The noise1393

filters use this Additional requirement on the energy1394
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Figure 27: Phases space spanned by the hit PS1 discriminator and 3TS energy value. The black
contour gives the rough cut position. All hits found below the black contour are flagged as
noise.

Particles that interact in the HF PMT produce a signal in either the long or short section of1395

HF with no corresponding energy in the associated short of long section and no surrounding1396

energy deposits. This property is exploited in the topological filter to flag anomalous hits.1397

Both the pulse shape and topolological filter are used to flag rechits which are then removed1398

from the reconstruction of calorimeter based objects. The HF noise filtering is applied by de-1399

fault during the offline reconstruction so that all physics analyses benefit from the cleaning.1400

3.5.2 Noise Filters for HBHE1401

One HPD consists of eighteen signal channel and one calibration channel. Four HPDs are1402

grouped together in a Readout Box (RBX). Anomalous signals in HBHE has been observed that1403

can effect anywhere from 1 to 72 channels. HBHE noise is classified by the number of channels1404

within an RBX that have a signal above some threshold.1405

HPD/RBX noise is random and relatively stable within a factor of 2. For anomalous signals1406

with E > 100GeV the rate of noise is about 3Hz.1407

The discriminant R45 = (TS4-TS5)/(TS4+TS5) is used to distinguish anomalous signals from in1408

time collision signals in HB and HE. The rate of HBHE noise is low and R45 filter is used to flag1409

the event as having noise and the user can then remove the event from their analysis. Figure 281410

shows some example displays of events that were flagged by the HBHE R45 filter.1411

Filters that form a shape based discriminant were applied during 2012 data taking. The “fit-1412

based” filters check whether the signal is consistent with a “spike” or a “flat” signal shape.1413

Rechits having a pulse shape characteristic of noise are flagged and removed during the recon-1414

struction of high level objects.1415
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Figure 28: Event displays showing examples of HBHE noise flagged by the HBHE R45 filter.
Left: Ion feedback. Middle: HPD Noise. Right: RBX Noise.

Figure 29: The MET distribution determined from the calorimter before and after applying the
HCAL noise filters.

3.5.3 HCAL Noise Filter Usage1416

HCAL noise filtering is applied at several stages. The HF topological filter which is less susept-1417

able to changing LHC conditions is applied at the HLT. In order to further reduce the rate of1418

noise triggered events it was necessary to apply a conservative version of the HBHE noise filter1419

to the trigger paths that are most susceptable to HCAL related noise. More aggressive noise1420

filtering is then applied during offline reconstruction allowing the possibility to tune the noise1421

filters and reapply them during data reprocessing without any loss of data.1422

The HF pulse shape and topological filters are applied during offline reconstruction and used1423

to flag and remove rechits from the reconstruction of calorimeter based objects such as Jets1424

and Missing Transverse Energy. The fit-based filters are used to remove anomalous rechits in1425

HBHE.1426

The impact on the MET distribution of the HCAL noise filters is shown in Figure 29.1427

Additional filters developed by the physics object group (POG) are also applied during the1428

user’s analysis to reject events. These filters remove the contribution from cosmic and beam1429

halo Bremstrahlung and some residual HBHE HCAL noise. Some exotic searches may not want1430

to apply the standard noise filters.1431
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K. Kousouris1432

3.6 Global event description1433

R. Cavanaugh1434

4 Level-1 Trigger, HLT1435

In the CMS design, the online event selection is achieved in two physical steps, the Level-1 (L1)1436

Trigger and the High-Level Trigger (HLT). The L1 analyzes each crossing within a latency of1437

∼ 3µs. It uses informations coming from the calorimeters and the muon subdetectors to reduce1438

the event rate down to at most 100 kHz. The HLT operates on longer timescales and can make1439

use of information from the tracking detectors. It accepts events at a rate of 300− 350 Hz.1440

4.1 Level-1 Trigger1441

Editors: Luigi Guiducci, Jim Brooke1442

The Level-1 Trigger is a fully pipelined hardware data processor that uses information from1443

the muon system and calorimeters to select interesting events for further consideration by the1444

software based Higher Level Trigger. The L1 hardware uses FPGAs for fast, low latency, data1445

processing, with interconnects based on fast serial copper and optical links. The system iden-1446

tifies trigger candidates (muons, EM candidates, jets and energy sums) that are used as input1447

to a highly programmable menu of trigger algorithms, from which the final L1 Accept signal1448

is generated and sent to the DAQ. As well as delivering the L1 Accept signal, the L1 hardware1449

sends event data to the DAQ, for use in diagnostics, and seeding the Higher-Level Trigger.1450

Figure 30 shows the connectivity of subsystems that make up the L1 hardware. The front-1451

end data from ECAL, HCAL, DT and CSC sub-detectors is used to generate trigger primitives.1452

The calorimeters trigger primitives are ET sums over triggers towers with size 0.0875 eta x1453

0.0875 phi. For the DT and CSC sub-detectors, the trigger primitives consist of track stubs. The1454

RPC system does not calculate trigger primitives, instead it performs track recognition directly1455

using hit level information. The trigger primitives are sent to region processors (DTTF, CSCTF,1456

RPCTF for muon systems and RCT for calorimeters). The regional processors feed global muon1457

and calorimeter processors, which send output to the global trigger. The global trigger send a1458

L1 accept pulse to the DAQ.1459

Figure 30: L1 Trigger hardware overview

Highlight changes since TDR (and/or CRAFT paper?)1460

4.1.1 L1 Trigger Configuration during 20111461

Table with the main unprescaled triggers: single and double mu, single and double jet, single and double1462

egamma, met, htt, ett, 2-3 cross triggers to be put here1463

Beam pickups, called BPTX [ref], are connected to the Global Trigger input, and are used to1464

implement gating of trigger algorithms, vetoing of non-colliding or colliding bunches and trig-1465

gering on zero bias or single beam. In particular, with the LHC machine running at 50 ns1466

minimum bunch spacing, the GT is configured in such a way to veto any physics trigger issued1467

at the bunch crossing preceding a collision crossing, a technique called pre-BPTX- veto in jar-1468

gon. The advantages of such technique are twofold: first, all out of time triggering inside LHC1469



50 4 Level-1 Trigger, HLT

bunch trains is suppressed, in particular the observed relatively large fraction of early trigger-1470

ing of the forward calorimeters at high luminosity. This results in a gain in trigger efficiency1471

for the correct BX identification. Second, the veto allows a special configuration of the muon1472

trigger to be implemented.1473

L1 Muon Trigger Configuration1474

A special configuration of the RPC track finder has been implemented to profit of the pre-BPTX-1475

veto applied by the Global Trigger. Detector hits are extended to a duration of two bunch cross-1476

ings and anticipated of one bunch crossing, enabling the RPC track finder system to be able to1477

trigger both muons and muon-like slow particles at the correct collision bunch crossing. This1478

technique extended significantly the sensitivity of searches for Heavy Stable Charged Particles.1479

RPC track finder firmware was also updated introducing new track patterns requiring hits1480

from only 3 out of 6 RPC layers. The new patterns improve the trigger efficiency where detector1481

gaps cause fewer hits to be associated to the muon trajectory, in particular around |η| 0.25 (gaps1482

between barrel wheel 0 and wheels +/- 1).1483

CSC track finder pT assignment was also updated, based on optimization from real data. This1484

allowed a significant rate reduction while mantaining a very high efficiency for muons above1485

the pT threshold.1486

The transverse momentum measurement in muon chambers at 2.1 < |η| < 2.4 has poor resolu-1487

tion, due to the magnetic field geometry and detector coverage, resulting into up to 75% of the1488

single muon trigger rate from this region. Single muon triggers with a restriction to |η| < 2.11489

were introduced, obtaining a large rate reduction for a relatively small loss of acceptance. The1490

extra rate budget allowed a lower threshold (14 GeV) to be used at L1 and and to relax the al-1491

gorithm for pt assignment in the Global Muon Trigger, resulting in an improvement of plateau1492

efficiency by several percent.1493

Double muon triggers are not restricted in eta. The main double muon triggers apply either no1494

pT cut but tight quality cuts for triggering low pT dimuons, for example L1 DoubleMu0 HQ1495

used in quark-onia triggers, or a relatively high pt cut on the leading muon only, for optimal1496

efficiency with medium to high pt muons, for example L1 DoubleMu 10 open which is used1497

for electroweak physics triggers. Quality cuts require the muon candidate to be identified with1498

hits in more than two muon chambers and by different sub-detectors (DT/RPC and CSC/1499

RPC), in an eta-dependent way, in order to improve the purity of the trigger.1500

Several other L1 single and double muon triggers of various thresholds are also present in the1501

trigger menu, for covering different use cases in HLT seeding and for providing monitoring1502

and commissioning triggers. As luminosity increased, several cross-triggers started to play a1503

relevant role for many physics triggers, such as muon plus jets, muon plus e/gamma, etc.1504

L1 Calo Trigger Configuration1505

The calorimeter trigger delivers e/gamma and jet candidates, together with global energy1506

sums, to the GT. E/gamma candidates are identified in the RCT using a 3x3 trigger tower1507

sliding window algorithm, as described in [TDR]. E/gamma candidates are classified as iso-1508

lated or non-isolated details. Jet candidates are identified in the GCT using a 3x3 trigger region1509

sliding window algorithm. Jets are classified as central, tau or forward details. All candidates1510

are sorted in the GCT and the four highest in each classification (non-iso EG, iso EG, central jet,1511

tau jet, forward jet) are forwarded to the GT. Scalar and vector ET and HT sums are calculated1512

in the GCT, where ET is summed over trigger regions, and HT is the sum over all identified jet1513

candidates above an ET threshold, and sent to the GT. Do we need to mention the HF rings? Have1514
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they been used?1515

Configuration and developments since startup. E/gamma corrections. Jet corrections. HF1516

masking. Eta ranges. EG Isolation.1517

During the 2010/2011 data-taking, eta-dependent ET corrections were introduced to both E/gamma1518

and jet candidates, to improve the response as a function of η and ET. E/gamma corrections1519

were derived initially from MC, then updated using corrections derived from data. The jet1520

corrections were derived from MC. Describe how these were calculated. Tau isolation was added.1521

Details. The energy sums are calculated over a programmable eta range, which was optimised1522

to cover |η| < 3. Details. EG Isolation1523

4.1.2 L1 Trigger Operation during 20111524

The L1 trigger system is controlled and monitored by means of rack-mounted CPUs perform-1525

ing different tasks, namely i) interfacing to the electronics to configure programmable devices1526

and read out status registers, ii) connecting to CMS databases [ref] to retrieve configuration1527

data or to store monitoring information, and iii) displaying GUIs to trigger operators. Software1528

applications are based on the Trigger Supervisor [ref] and XDAQ [ref] frameworks, enabling1529

central control and monitoring through a semi- hierarchical communication network between1530

the different control processes. A main Trigger Supervisor cell interfaces the CMS Run Con-1531

trol system, operated by the DAQ shifter, to the trigger subsystems, dispatching configuration1532

requests and collecting status feedback.1533

Predefined trigger configuration modes (collisions, cosmics, circulating beams, special tests)1534

prepared by trigger experts are available to the shift crew. Each mode maps to several database1535

tables, containing the information about the trigger menu masks, prescale values, subsystem1536

configurations.1537

The monitored quantities include results of actions (configure, pause, resume, etc), the status of1538

software processes (exceptions, memory consumption, CPU time), the status of the hardware1539

modules (information about the lock to the LHC clock, errors on trigger data links, scalers,1540

etc). Hardware scalers are used to monitor the total L1 trigger rate, the rate of each algorithm1541

or technical trigger, the amount of dead-time during data taking, and subsystem objects rates1542

(e.g. rate of track segments in the muon detectors and of calorimeter trigger primitives). The in-1543

formation is timestamped and stored by subsystem applications to the CMS online database for1544

offline analysis, while a central GUI, called L1- page, displays status information, alarms, error1545

messages to the trigger operator, suggesting appropriate actions or expert contacts if needed.1546

The instantaneous luminosity measurement provided by forward calorimeter scalers is avail-1547

able in the online applications, allowing the Global Trigger control application to suggest to1548

the operator (or to apply automatically) the best set of prescale values to be used for the trigger1549

configuration.1550

During the LHC run in 2011 the system operated very well, causing few disruptions of the1551

CMS data taking. The trigger systems contributed to about 6% of the overall luminosity lost1552

by CMS due to problems while LHC was delivering proton-proton collisions (stable beams).1553

There were 104 events of interruption of the data taking caused by one of the L1 Trigger systems1554

, including both software and hardware problems. These events accounted for the loss of about1555

7 hours to be compared to a total of about 1371 hours of stable beams from the LHC. In terms1556

of luminosity, about 20 pb−1 were lost due to operation problems.1557
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4.1.3 L1 Trigger Monitoring and Data Certification1558

Several quantities are monitored in the CMS Data Quality Monitoring framework [ref], look-1559

ing at physics events from the data acquisition stream. Typically, each L1 trigger subsystem1560

(DTTF, CSCTF, RPCTF, RCT, GCT, GMT, GT) sends trigger event data, consisting in a snapshot1561

of module’s input and output information, to the DAQ path. A large set of histograms and1562

summaries are available to the trigger operator, who can check in quasi-real-time the quality of1563

the trigger data. The main observables used to qualify the L1 trigger during the data taking are1564

described hereafter.1565

Trigger cross sections1566

Instantaneous luminosity as measured by the forward calorimeter (HF) and rates of all L1 trig-1567

ger bits are available in the data stream. The cross sections of several trigger objects are calcu-1568

lated for each luminosity section (interval of data taking corresponding to about 23.31 seconds)1569

and compared to expected values retrieved from CMS databases as a parametrization of the1570

instantaneous luminosity. Thus the behaviour of each trigger object with respect to luminosity1571

is certified with high time granularity.1572

Emulator-data comparison1573

Bit-wise emulators are implemented in CMSSW, [ref] the CMS analysis framework. The func-1574

tioning of hardware modules is thus exactly checked for events available to the DQM pro-1575

cessing. Each module’s output data is compared with the output of the emulator, fed with1576

the module’s input data. The expected agreement is typically 100%; exceptions accounting1577

for some level of discrepancy, due to know hardware or emulator problems, were allowed, by1578

tuning a threshold for considering the emulator test successful.1579

Synchronization1580

Each trigger system is expected be synchronized to the actual LHC collisions. The synchroniza-1581

tion was monitored online comparing the BX information of a given object with respect to the1582

beam crossing BX, identified by beam pickups (BPTX). Both early and late trigger objects can1583

be observed in an unbiased way thanks to the presence of the pre-beam-crossing veto. Due to1584

the low overlap between different objects and to the low statistics available online, this test is1585

performed with a lower time- granularity, adding the information from consecutive luminosity1586

sections until a few percent precision is reached.1587

Occupancy1588

The occupancy of trigger objects in the (eta, phi) coordinates is tested for hot or cold/dead1589

regions, using the symmetry features of the detectors. Failing tests are flagged and problematic1590

regions and objects are identified automatically. As the synchronization test, the occupancy1591

test is performed adding information from several consecutive luminosity sections to achieve1592

the desired precision.1593

All quality tests and other histograms are used by the trigger operator and experts to assert1594

results for the CMS Data Certification process. Problems could be identified and data tak-1595

ing periods excluded from the physics analysis samples, down to a granularity of the single1596

luminosity section. In the full 2011 run, 29 pb−1 were declared bad data by the L1 Trigger1597

certification procedure, approximately 0.6% of the luminosity recorded by the CMS experi-1598

ment. A single problem on beam pickups accounted for a loss of 19 pb−1, while other sporadic1599

problems affected typically the configuration of electronics or the data links between different1600

processing modules.1601
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4.1.4 L1 Muon Trigger Performance1602

to be written. Results from Laria. Efficiency analysis with tag and probe1603

The muon trigger efficiency as a function of pT is shown in Figure 31.1604

Figure 31: Muon trigger turn on curves for a range of thresholds

4.1.5 L1 Calorimeter Trigger Performance1605

The e/gamma, jet and energy sum trigger efficiency is shown as a function of ET in Fig-1606

ures 32,33,and 34.1607

Figure 32: E/gamma trigger turn on curves for a range of thresholds

Figure 33: Jet trigger turn on curves for a range of thresholds

4.2 High Level Trigger1608

editors: Emmanuelle Perez, Christos Leonidopoulos1609

The HLT hardware consists of a single processor farm, the “Event Filter Farm”, (EvF) described1610

in section 5. In contrast to traditional three-level trigger systems, where the HLT selection starts1611

with a “Level 2” step based on the detector information around “regions of interest” indicated1612

by the L1, the CMS Filter Farm can use full granularity data from the whole detector, and the1613

selection can be based on sophisticated offline-quality reconstruction algorithms. Due to the1614

high input rate of ∼ 100 kHz that the filter farm needs to sustain, this requires significant CPU1615

resources and the algorithms that run during the HLT processing must be optimized for perfor-1616

mance in order to minimize dead-time. With the 2011 configuration of the EvF, the CPU power1617

available allowed L1 input rates of 100 kHz to be sustained for an average HLT processing time1618

of up to∼ 90 msec per event. A short description of the algorithms used in the EvF and of their1619

performance is given in the next paragraphs. Each HLT trigger is implemented as a sequence1620

of reconstruction and selection steps of increasing complexity, reconstruction refinement and1621

physics sophistication: selections relying on information from the calorimeters and the muon1622

detectors reduce the rate before the CPU-expensive tracking reconstruction is performed. The1623

reconstruction modules and selection filters of the HLT use the software framework that is also1624

used for offline reconstruction and analyses.1625

4.2.1 Triggers based on jets and global event quantities1626

4.2.1.1 Jet triggers At the HLT, calorimeter jets are reconstructed using the “antikT” al-1627

gorithm with a distance parameter of 0.5. The inputs to the jet algorithm are calorimeter towers,1628

which are constructed from the energy deposited in projected HCAL cells and corresponding1629

projected ECAL crystals that satisfy certain threshold requirements. Loose jet identification1630

cuts are applied that increase the robustness of the jet candidate identification with respect to1631

calorimeter noise. Jet energy corrections are applied to equalize the jet response with respect to1632

the jet pseudo-rapidity.1633

A series of prescaled jet triggers allows the inclusive jet spectrum to be measured down to low1634

ET and provides control samples for efficiency studies. High threshold inclusive jet triggers are1635

used in searches for new phenomena. High multiplicity jet triggers can run unprescaled with a1636

relatively low threshold. For example, a trigger requiring four (six) jets with ET above 80 GeV1637

(45 GeV) has a rate of 6 Hz (2 Hz) at a luminosity of 5 · 1033cm−2s−1. These triggers are also1638
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Figure 34: Energy sum trigger turn on curves for a range of thresholds

used in searches for new physics. Several triggers that combine a jet requirement with a lepton1639

requirement have also been designed and are used in several analyses.1640

4.2.1.2 Particle-flow reconstruction at the HLT Starting in 2011, CMS has started to ex-1641

ploit the “particle-flow” (PF) based reconstruction (see Sec. 3.6) in the Online Selection offering1642

improved resolution and lower trigger rates without loss of efficiency. To comply with the1643

CPU constraints of the HLT, the PF algorithms, in particular the steps that perform the “iter-1644

ative tracking”, had to be simplified with respect to their offline counterparts. A pre-filtering1645

of events based on calorimeter based quantities is usually made before running the PF recon-1646

struction, in order to limit the rate at which the latter is executed down to a few kHz. Once1647

PF particles are reconstructed, they can be used as input to the jet algorithm to build “PF jets”.1648

Figure 35 (left) shows example efficiencies of single jet triggers using online PF jets. It can be1649

seen that the turn-on of these efficiency curves is very sharp. The usage of PF reconstruction1650

in the HLT has continuously increased since it was introduced in 2011. Most of the triggers are1651

now making use of it to reconstruct jets and the global event quantities described below.1652

Figure 35: Left: trigger efficiency of an inclusive trigger requiring an online PF jet with ET
above 320 GeV or 400 GeV. Right:Trigger turn-on curves of a trigger requiring MHT > 70 GeV,
using the standard calorimetric reconstruction (orange curve) and using the Particle-flow re-
construction (blue curve).

4.2.1.3 Triggers based on global event quantities The missing transverse energy and1653

the total transverse energy can also be used in the online event selection. The missing trans-1654

verse energy, Emiss
T , can be reconstructed from the calorimeter towers (“MET”), from the vecto-1655

rial sum of the transverse energies of calorimeter jets above a given threshold (“MHT”), or from1656

all particles found in the particle-flow reconstruction (“PFMET”). The latter has a much better1657

resolution and includes deposits from muons, which are not accounted for in a calorimeter-1658

based approach. For example, a trigger requiring the calorimetric Emiss
T to be above 200 GeV1659

reaches an efficiency of 95% when the offline Emiss
T is larger than ∼ 270 GeV. In contrast, a trig-1660

ger requiring PFMET to be larger than 180 GeV is 95% efficient already for offline Emiss
T values1661

of ∼ 200 GeV. Figure 35 (right) shows the efficiency of a trigger requiring a missing transverse1662
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energy above 70 GeV, calculated from calorimeter jets or from the PF particles; the turn-on is1663

much sharper in the latter case.1664

The total transverse energy, HT, is calculated either from the calorimeter jets which have an1665

ET above a given threshold (“HT”), or from the scalar sum of the transverse energies of the1666

PF jets above a given threshold (“PFHT”). Due to the better resolution provided by the PF1667

reconstruction, lower thresholds can be sustained for triggers using the PF-based calculation.1668

At a luminosity of 5 · 1033cm−2s−1, a trigger requiring that PFHT be larger than 650 GeV runs1669

unprescaled with a rate of ∼ 10 Hz.1670

Other triggers can combine a requirement on (PF)HT and on (PF)MET, or make use of analysis-1671

oriented variables, such as the “αT” variable which allows a good separation of events with1672

genuine Emiss
T from those where a mismeasurement fakes a large Emiss

T value, or the “razor”1673

variable which best exploits the kinematic properties of specific processes.1674

These triggers are extensively used in searches for supersymmetry and other new phenomena.1675

4.2.1.4 Pile-up mitigation Triggers that rely solely on jets or on HT are very sensitive to1676

the number of overlaid proton-proton interactions (pile-up). The left plot in Fig. 36 shows the1677

rate of a trigger requiring HT above 350 GeV and MHT above 110 GeV as a function of the1678

instantaneous luminosity. The measurements at L = 2− 3 · 1033cm−2s−1 were made during1679

standard collision runs taken in summer 2011, where the average pile-up was 10− 15, while1680

the rates in the rightmost part of the plot were measured during a special high intensity run,1681

taken in October 2011 with 10 colliding bunches. This run had an average pile-up of ∼ 311682

and would correspond to L ∼ 5.5− 7 · 1033cm−2s−1 with 1330 bunches. These latter measure-1683

ments markedly deviate from a linear extrapolation of the rates observed at lower luminosity,1684

indicated by the blue line, and show the typical dependence of purely hadronic triggers upon1685

pile-up. To mitigate this pile-up effect, an algorithmic subtraction of the “pile-up noise” from1686

the jet transverse energies has been deployed. The algorithm is similar to the “FastJet” subtrac-1687

tion described in [? ], but its implementation had to be simplified in order to comply with the1688

timing constraints of the HLT. The ET density due to pile-up is first estimated, on an event-by-1689

event basis, from all the jets reconstructed in the event; it is then used to correct the transverse1690

energy of the jets. Figure 36 shows that the rate of the previously considered trigger is dra-1691

matically reduced when HT is calculated from pile-up corrected jets. Although some deviation1692

from linearity still remains, the pile-up correction brings the rates down to a manageable level.1693

In 2012, this correction is used in all triggers employing calorimetric jets2.1694

4.2.1.5 b-tagged jets In 2011, lifetime-based b-tagging at the HLT used the impact pa-1695

rameters (IP) of tracks associated to a jet. The primary vertex is first determined in three1696

dimensions, using tracks reconstructed with the pixel detector, with a resolution of typically1697

100 µm in both the longitudinal and the transverse direction. A jet is b-tagged if two tracks1698

associated to the jet have a large impact parameter, with a significance above a given cut. This1699

requirement is first applied on the pixel tracks associated to the jets. When it is satisfied, tracks1700

are reconstructed using the pixel and the strip detectors, and a similar requirement is made on1701

the full tracks associated to the jet. To ensure a good trigger efficiency with respect to jets that1702

are b-tagged offline, it is important that the algorithm select the proper primary vertex (this is1703

done by maximizing the ∑ P2
T of pixel tracks associated to it). In the presence of high pile-up,1704

the probability that the selected vertex comes from a PU interaction is not negligible. In 2011,1705

2Triggers based on PF jets or PFHT are much more robust against pile-up. However, as mentioned above, a
filtering based on calorimeter quantities is first needed since the PF reconstruction can not be run online at too large
a rate. The triggers based on PF objects use the pile-up corrected calorimeter jets in this first step.
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Figure 36: Reduction of the HLT rates via the FastJet subtraction.

the mis-characterization of a PU interaction as primary vertex limited the plateau of the online1706

b-tagging efficiency to about 90%.1707

Another limitation of this algorithm comes from the fact that the full reconstruction of pixel1708

tracks is time consuming, and uses a large fraction of the HLT CPU resources unless the rate1709

at which it is run is first reduced, by e.g. requiring the presence of high ET jets. This has been1710

overcome in 2012 via the deployment of a new algorithm. A fast, coarse reconstruction of the1711

primary vertex is first performed by histogramming the z-position of pixel clusters that are1712

geometrically matched, in azimuth, with a calorimeter jet. The subsequent reconstruction of1713

pixel tracks is limited to those that are constrained to this primary vertex, which considerably1714

reduces the combinatorics. The vertex is then redetermined using these pixel tracks, and the1715

rest of the IP-based b-tagging algorithm follows as described above. The reduced CPU require-1716

ments for the determination of the primary vertex allows for secondary vertices to be searched.1717

In 2012, triggers filtering on the presence of a secondary vertex are used, in addition to the1718

original triggers employing the IP-based approach.1719

4.2.2 Electron and photon triggers1720

A regional reconstruction of the energy deposited in the crystals of the ECAL is performed,1721

around the L1 EM candidates, followed by the building of “superclusters” (SC) using the same1722

algorithms as used in the offline reconstruction. Identification criteria are applied to the super-1723

clusters that pass a given ET threshold, based on a cluster shape variable (the RMS of the width1724

of the shower) and on the ratio H/E of the energy deposited in the HCAL within a cone around1725

the SC to the SC energy. Moreover, isolation requirements can be made with respect to the ad-1726

ditional energy deposited in the ECAL and the HCAL, in a cone of R ∼ 0.3 around the EM1727

candidate. The HLT uses several “working points” for these calorimeter-based requirements.1728

They reduce the rate by a factor of typically 3− 4, reaching ∼ 10 for the tightest working point1729

used in 2011− 2012. The thresholds are such that, after this set of calorimetric criteria, the rates1730

of electron candidates are O(1) kHz.1731

The next step of the online selection of electrons involve the tracker. It starts with a “pixel-1732

matching step”, which uses the energy and position of the super-cluster to propagate back1733

through the magnetic field (under both charge hypotheses) and to search for compatible hits1734

in the pixel detector. Full tracks are then reconstructed from the resulting pixel seeds. Tim-1735
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Figure 37: Left: Performance of the various steps of an example electron trigger. The rate
is shown as the black histogram (left scale); the red symbols show the efficiency on genuine
electrons (right scale). Right: Efficiency of an online ET cut of 33 GeV as a function of offline
electron ET, in the barrel and in the endcap, before and after the deployment of online laser
corrections.

ing constraints prevent the usage of the offline tracking algorithms and a simple Kalman filter1736

technique is used3. A track should be reconstructed with a momentum compatible with the1737

SC energy; its direction at the last tracker layer should match the SC position in η − φ. These1738

selection criteria further reduce the rates by another factor of∼ 10. Finally, an isolation require-1739

ment with respect to the remaining tracks reconstructed around the electron candidate can be1740

applied.1741

With tight requirements, an inclusive electron trigger with a threshold of 27 GeV can be kept1742

unprescaled at a luminosity of 5 · 1033cm−2s−1, with a rate of ∼ 50 Hz. Figure 37 (left) shows1743

how the rate is gradually reduced by the various filtering steps of this trigger, along with the1744

efficiency on genuine electrons. Triggers with lower thresholds and relaxed identification re-1745

quirements run prescaled and collect statistics to be used as control samples. Other triggers1746

that require another object in addition to the electron candidate operate at higher efficiency1747

working points for the electron selection. For example, double electron triggers are of crucial1748

importance to many analyses. A suite of dielectron triggers with thresholds of 17 GeV and1749

8 GeV has been designed to collect signal events and control samples, with loose isolation cri-1750

teria on both legs. These would allow to trigger on H →WW → eeνν events with an efficiency1751

larger than 98% for a Higgs mass of 130 GeV, for a rate of less than 10 Hz at a luminosity of1752

5 · 1033cm−2s−1.1753

The HLT selects photon candidates with the calorimetric requirements described above. Isola-1754

tion criteria, based on calorimeter information and on the tracks reconstructed in a cone around1755

the photon candidate, can also be applied. Inclusive photon triggers of low-ET are used for1756

monitoring and QCD studies, while high-ET single photon triggers are used in searches for1757

new physics. Di-photon triggers, used to search for a Higgs boson decaying into a pair of pho-1758

tons, are of particular interest. For these, another variable is used to complement the isolation1759

3Since 2012, it is complemented by the Gaussian-Sum Filtering algorithm.
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criteria: R9 = E3×3/ESC, where E3×3 denotes the energy deposited in a small window of 3× 31760

crystals around the most energetic crystal in the SC. Requiring that R9 be larger than 0.8 (nom-1761

inal cut) or 0.9 (tight cut) efficiently selects unconverted photons even in the presenece of large1762

pile-up. The standard isolation variable described above is less robust against pile-up, since1763

it sums up the energy deposited in a larger cone area4. The current strategy of the diphoton1764

triggers is to recover high R9 photons that fail the standard isolation criteria. Thresholds of1765

26 GeV and 18 GeV are applied on the transverse energies of the two photons. An additional1766

cut on the transverse mass of the γγ pair of 60 GeV allows this trigger to run unprescaled at a1767

luminosity of 5 · 1033cm−2s−1, with a rate of about 20 Hz. The trigger efficiency for the selected1768

events of the H → γγ analysis based on the 2011 data was larger than 99%.1769

An important improvement that has been deployed in the trigger in 2012 is the use of correc-1770

tions for radiation induced changes in the transparency of the crystals in the Endcap ECAL.1771

These changes are determined via the laser monitoring system of the ECAL. A new set of cor-1772

rections is deployed every week. Figure 37 (right) shows that the introduction of these correc-1773

tions in the trigger has considerably improved the performance of the electron trigger in the1774

endcap, which is now similar to the performance achieved in the barrel.1775

4.2.3 Muon triggers1776

The muon triggers at CMS combine information from the muon and the tracker subdetectors1777

to identify muon candidates and determine their transverse momenta, pT. A Level-1 muon1778

candidate is first used as a seed to reconstruct a standalone muon track in the muon system.1779

A full track fit is performed with a pT measurement relying exclusively on the muon system1780

which is used for the first filtering stage at the HLT. The next step of the reconstruction uses1781

seeds in the silicon tracker that are generated in the region around the standalone muon track,1782

and tracks are reconstructed in the tracker. If the tracker track and the standalone muon track1783

are compatible with each other, a global fit combining tracker and muon hits is performed,1784

yielding a muon candidate with an improved pT measurement on which the final selection can1785

be made.1786

Figure 38 shows the turn-on efficiency curves for a single muon trigger for the barrel (|η| < 0.9,1787

left) and the endcap (0.9 < |η| < 2.1, right) regions. The single muon trigger reaches efficiencies1788

above 95% (90%) in the central (forward) detector. Several muon triggers have been deployed1789

and used for a wide range of physics analyses. As an example, a single muon trigger with1790

pT > 40 (24)GeV confined in the |η| < 2.1 region without (with) an isolation requirement gives1791

a rate of 15 (28) Hz at a luminosity of 5 · 1033cm−2s−1. A double muon trigger in the |η| < 2.41792

region with asymmetric (17, 8) GeV thresholds on the two legs has a rate of 7 Hz at the same1793

instantaneous luminosity. In addition to the above “baseline” single and double muon triggers,1794

CMS has designed specialized dimuon triggers aiming at capturing a significant number of1795

onia and B physics topologies. This is typically achieved by dropping the requirement of a1796

good track segment in the muon system for the second muon, thus allowing to reduce the1797

effective kinematic threshold on the asymmetric triggers. Additional filtering for reducing1798

the low-pT background rate can include mass cuts on the dimuon system, requirements on1799

the angle between the two muon candidates, etc. Fig. 39 demonstrates the wide range of the1800

dimuon mass spectrum that CMS captures with its muon triggers, including low-mass (ω, φ),1801

onia (J/ψ, ψ′, BS, Υ) and electroweak (Z) or beyond (Z′) resonances.1802

4Applying a “FastJet” correction to the isolation variables to subtract the energy that id sue to the underlying
interactions is under study.
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Figure 38: Efficiency curves for a single-muon trigger with pT > 30 GeV as a function of pT of
offline, good quality muons for the barrel (|η| < 0.9, left) and the endcap (0.9 < |η| < 2.1, right)
regions. The single muon trigger reaches efficiencies above 95% (90%) in the central (forward)
detector. NB: reproduce plots without the simulation curves?
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4.2.4 Tau triggers1803

Tau triggers are used for a large number of Higgs and other Exotic searches. CMS has designed1804

a suite of single and double tau triggers, as well as combinations of tau objects with Emiss
T , miss-1805

ing HT, jets or leptons. Level-1 tau or central jet candidates are used as seeds. A calorimetric jet1806

with R = 0.5 is used as the first filtering stage at the HLT to reduce the background rate before1807

a second filtering is applied requiring isolation calculated with pixel tracks. The subsequent1808

filtering steps involve more sophisticated PF algorithmic techniques, including clustering of1809

energy deposits in the ECAL and HCAL, and PF-based tau identification employing PF jets,1810

leading-track finding and charged-track and photon isolation. For the tau-plus-lepton triggers1811

the extra lepton requirement allows the simplification of the above sequence and the first filter-1812

ing based on calorimetric jets is dropped.1813

A design decision to use track-based isolation for the tau triggers has resulted in an increased1814

signal efficiency and only mild dependence upon pileup, as can been seen in Figure 40, left.1815

Figure 40, right shows the turn-on efficiency curve for a single tau trigger with loose isolation1816

and pT > 20 GeV. The trigger reaches efficiencies above 92%.

Figure 40: Efficiency of single-tau trigger with loose isolation and pT > 20 GeV as a function
of the number of reconstructed primary vertices (left) and as a function of the pT of offline,
good-quality reconstructed tau objects (right).

1817

Example rates for some of the tau triggers deployed by CMS are 2 Hz for a τ+Emiss
T trigger1818

with pT(τ) > 35 GeV and Emiss
T > 70 GeV, 14 Hz for a double-tau trigger with pT > 30 GeV1819

and medium isolation, and 8 Hz for a τ + µ trigger with pT(τ) > 20 GeV, pT(µ) > 17 GeV and1820

|ηµ| < 2.1 at a luminosity of 5 · 1033cm−2s−1.1821

4.2.5 Calibration triggers1822

Calibration techniques typically require very large statistics, however the full detector infor-1823

mation is generally not needed. In order to record the apropriate datasets for calibration with-1824

out saturating the data-taking bandwidth, dedicated triggers have been designed that record1825

events with reduced content, such that the typical event size is around 1− 5 kB containing only1826

the detector information that is relevant for the calibration algorithms. These events are written1827

to a special data stream.1828
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For example, two such triggers select events that are used for the calibration of the ECAL. The1829

first one collects minimum bias events and only the ECAL “hits” are recorded. By exploiting the1830

φ invariance of the energy deposition in physics events, this sample allows the intercalibration1831

within a φ ring of the electromagnetic calorimeter to be performed. The second ECAL trigger1832

reconstructs π0 and η meson candidates decaying into two photons and only the ECAL hits1833

associated to these photons are kept.1834

5 DAQ1835

F. Meijers1836

6 Software1837

6.1 High Level trigger1838

6.1.1 Streams and Primary DataSets1839

6.2 Data Handling1840

6.2.1 Tier0 workflows1841

6.2.2 Tie1 workflows1842

6.3 Reconstruction software1843

6.3.1 Introduction1844

The effort for the Reconstruction software in CMSSW started in early 2005, soon after the deci-1845

sion to move to the new Event Data Model. While in the first version most of the reconstruction1846

algorithms were simply adapted from the previous CMS recostruction code (ORCA[? ]), quite1847

soon new development were inserted. The transitioning phase, in which CMSSW was under1848

development and not usable for physics studies, lasted up to Summer 2006, when the CMSSW1849

version 1.X was successfully used to for the Computing, Software and Analysis challenge 20061850

(CSA06[? ]). The Reconstruction software used for early LHC data (the 900 GeV run, late 2009),1851

is quite far from this initial code: most of the algorithms have been either changed or deeply1852

optimized in the meantime, and performance of time-critical pieces of code (tracking, for exam-1853

ple) have been rehauled. Current (2012) Reconstruction code performance exceed the estimates1854

present in the Computing TDR ([? ]), even with 2012 running conditions harsher than expected.1855

6.4 Algorithms improvement for 2012 data taking1856

LHC luminosity increased during 2011 from 332cm−2s−1 to more than 333cm−2s−1. This di-1857

rectly translated in a number of Minimum Bias interactions overimposed to the signal event1858

varying from less than 5 to more than 20. After the summer 2011 it started to become clear1859

that during 2012 the number of superimposed interactions would have nearly double in 2012,1860

with an LHC luminosity exceeding 733cm−2s−1. The lessons learnt during 2011 made soon1861

very clear that the CMSSW release used at the end of 2011, CMSSW 4 4 X, would have not1862

survived in such an environment, without a deep optimization of the most time consuming1863

and memory hungry algorithms. A task force was launched to explore the changes needed to1864

accomplish a CMSSW version able to cope with 2012 conditions, assessing both the technical1865

changes, and the (eventual) price to pay in terms of physics performance. In the last period of1866

2011 data taking, a special LHC fill was put into collision, with fewer than usual bunches in the1867
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machine, but with a number of protons per bunch similar to that expected in 2012 The so-called1868

“high PileUp run”). This allowed to perform perfromance tests on datasets virtually identical1869

to those expected during 2012.1870

6.4.1 Algorithmic Improvements1871

Changes in the algorithms used to reconstruct data can easily lead to a decrease in resources1872

used during the processing. The easiest way to obtain less resource hungry algorithms is rel-1873

atively easy: decrease physics performance (for example, perform tracking reconstruction in-1874

creasing the pT threshold). The task force decided instead to try and follow a different direc-1875

tion: only changes which do not impact physics performance were accepted. In this way, the1876

astounding performance of the CMS detector, as shown in years 2010 and 2011, is completely1877

maintained for the 2012 run.1878

The most time consuming algorithms in CMSSW 4 4 X are those related with CMS tracker1879

reconstruction (seeds, tracks, vertices, ...), and were natural candidates for the optimization.1880

Track reconstruction was attacked both at the input stage (tracker hits were redesignerd to use1881

less memory, and with a shorter virtual hierarchy), initial stage (seeding, using cluster shapes1882

to discard early combinatorial fakes), during trajectory building (by optimizing the settings for1883

the 7 steps iterative tracking), and for special cases taking previously a lot of time to recon-1884

struct (special algorithms to reconstruct low pT loopers, leaving many hits in the CMS tracker.1885

Vertex reconstruction was also attacked, and the code was optimized with autovercotrization1886

techniques, and by improving cluster splitting techniques.1887

6.4.2 Technical improvements1888

Other changes introduced during the task force lifetime were technical, without any explicit1889

changes in the algorithms’ code. We can cite1890

• transition to a newer compiler (from GCC 434 to 462),1891

• support for C++ extensions, like C++11,1892

• support for GCC autovectorization (which allows the use of vector instruction ex-1893

tensions in modern CPUs),1894

• libraries for memory allocation allowing for less RSS usage (after many tests, we1895

chose JEMalloc),1896

• transition to a newer ROOT version, with less memory required in the I/O system1897

(from 5.27 to 5.32)1898

6.5 Performance of 2012 reconstruction code1899

The starting point with respect to performance is the release CMSSW 4 4 X, used in the last1900

period of 2011 data taking. When used to reconstruct data from the special High PileUp run,1901

memory consumption (measured as RSS) increases past 1.5 GB before the event 100 is recon-1902

striucted, taking on average 80 seconds per event. The release which is already in production1903

for 2012 data taking, CMSSW 5 2 X, shows on the same events a memory consumption of 4001904

MB less, and takes 30 seconds per event. Memory use has hence decreased by 20-30%, with an1905

outstanding factor 2.5 in events per second processed. With these figures, CMSSW recostruc-1906

tion software is considered able to withstand 2012 LHC data taking conditions, even with an1907

input rate from HLT exceeding the 300 Hz design requirements.1908
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6.6 Alignment and Calibration1909

The high level of complexity and the large number of detector channels in CMS reflect in an1910

elaborated structure for the management and computation of the detector calibration and align-1911

ment.1912

Most of the alignment and calibration workflows are fed with dedicated data samples, called1913

AlCaReco, optimized both in terms of event selection and event content. Depending on the1914

needs of the specific workflow, these samples can be selected offline, while performing the1915

reconstruction, or directly online, at the High Level Trigger (HLT) level. The great flexibility1916

of the HLT, which runs offline-quality software on a farm of commercial processors, is a key1917

asset for this online selection since it guarantees an adequate rate of events that would not be1918

selected by the standard trigger paths meant for physics analysis. An example of an online cali-1919

bration stream is the one selecting events containing π[ and η candidates detected in ECAL and1920

used for the inter-calibration of the PbWO4 scintillating crystals. The calibration performance1921

depends on the number of selected π0 candidates per crystal and on the signal to background1922

ratio. The candidate di-photon decays are selected at the HLT level from events passing single-1923

e/γ and single-jet Level-1 triggers. After selection, only information about a limited region of1924

ECAL (energy deposits in 20 to 40 individual crystals) near the π0 candidates is stored for the1925

actual calibration. This allows to sustain a high rate of calibration events (1 to 10 kHz) whilst1926

saving bandwidth and CPU time.1927

6.6.1 Prompt calibration loop1928

Conditions changing on a short time scale require a special calibration workflow designed to1929

allow updates with very short latency. The handling of the data streams in the first step of the1930

offline processing on the Tier-0 farm at CERN reflects this need and is organized as follows:1931

• express processing: reconstruction of a limited selection of data in order to give1932

prompt feedback about the detector status and physics performance and to provide1933

data for calibration workflows. The results of the express reconstruction for a given1934

run are usually available one or two hours after the raw data are collected;1935

• bulk processing: reconstruction of the main data stream for physics analysis. This1936

reconstruction step, also called prompt reconstruction, is delayed by 48 hours to1937

allow for the computation of the fast-changing conditions. The output is divided1938

in several Primary Datasets (PD) on the basis of the HLT paths used to select the1939

events;1940

• calibration streams: streams of events selected at the HLT level and processed at1941

Tier-0 for calibration purposes.1942

During normal operation of the CMS experiment about 300-400 Hz of data are processed in1943

the bulk processing. Only a limited bandwidth, corresponding to about 10% of the bulk, is1944

allocated for express processing in order to guarantee a fast reconstruction. A selection of data1945

from the express and calibration streams is used to compute the updated conditions for a given1946

run while the bulk of the data is buffered on disk. The calibration workflows run on a dedicated1947

farm at CERN called the CMS Analysis Facility (CAF). In this way the prompt reconstruction1948

can profit from the updated constants, reducing the need for offline reprocessing of the data.1949

This workflow is called the prompt calibration loop (PCL) and is illustrated schematically in1950

Fig. 1. The conditions currently updated through this kind of workflow are:1951

• measurement of the beam-line parameters;1952

• monitoring and masking of problematic channels of the silicon strip tracker to re-1953
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spond to HV trips or noise;1954

• transparency corrections of the PbWO4 crystals of the ECAL calorimeter.1955

Moreover, the delayed prompt reconstruction is aslo exploited to monitor possible movements1956

of large structures of the silicon tracker, mainly due to thermal stress, and problematic channels1957

in the electromagnetic and hadronic calorimeters allowing for quick reaction time in case of1958

hot regions identified in the express reconstruction. The measurement of the three-dimensional1959

profile of the luminous region where the LHC beams collide at CMS is an important component1960

of the event reconstruction being used as an estimate of the primary interaction point prior1961

to the reconstruction of the primary vertex. The position of the center of the luminous region1962

and its width are determined using two independent methods with complementary systematic1963

uncertainties.1964

The first uses the distribution of the reconstructed primary vertices to map the shape of the1965

beam line; the mean three-dimensional position is determined with a 3D likelihood fit. The1966

second method exploits the correlation between the transverse impact parameter and the az-1967

imuthal angle of tracks when the beam line is displaced from the expected position. With a1968

sample of 1000 tracks, the position can be determined with a statistical precision of about 5 m.1969

The fit is performed once per luminosity section (corresponding to 23 seconds of data taking)1970

using tracks selected in the express stream. In a second step, ranges with stable parameters are1971

collapsed, increasing the statistical precision and reducing the database storage size. Finally,1972

the calibration object is validated and uploaded to the database. This allows the best possible1973

knowledge of the position of the luminous region within a few hours of data being collected,1974

with a time granularity that allows possible movements during the fill to be followed, as shown1975

in Fig. 2.1976

6.7 Physics Validation1977

A fundamental aspect of the operations of a modern high energy physics (HEP) experiment1978

is represented by the validation of the physics performance of its software. Several types of1979

changes are regularly introduced in the chain that leads to the delivery of experiments soft-1980

ware deployed at the computing centres for data processing and analysis. They can consist1981

for example in algorithmic improvements in the objects reconstruction, simulation or trigger,1982

in code performance optimisations or upgrade of basic components involved in the software1983

building cycle like the compiler. The effect of these variations on the characteristics of the1984

physics objects used for data analysis must be continuously and carefully assessed.1985

At least two products are necessary to achieve this goal: a high quality data quality monitoring1986

(DQM) infrastructure allowing to collect in a collection of histograms the relevant properties1987

of every dataset and a tool (RelMon) to compare different sets of histograms and estimate their1988

level of compatibility.1989

During the years, the CMS collaboration developed a high quality DQM infrastructure for the1990

certification of the acquired and Monte Carlo generated data [4]. The underlying principle is1991

to append monitoring modules to the modules chain used for regular data processing. These1992

modules allow to collect in histograms all the relevant quantities for dataset validation and1993

data quality certification. The CMS Framework then takes care of writing such histograms in1994

dedicated ROOT files. In order to efficiently make available to the physicists the enormous1995

amount of histograms deriving from the operations of the CMS detector, DQM GUI servers1996

are provided [5]. The ROOT files obtained running monitoring modules are automatically1997

uploaded to the DQM servers which further process their content and store it in an internal1998

database for performance reasons. A web interface can be accessed in order to browse all the1999
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histograms contained in a given DQM server: the DQM GUI (figure 2).2000

Relmon is a general tool that allows to compare large sets of histogram pairs according to a2001

statistical test defined by the user. The histograms that are analysed can be provided as ROOT2002

histograms stored in ROOT files, also organised in a directory structure and the matching of2003

corresponding histograms is done by name. The tests provided by RelMon to check the com-2004

patibility of two histograms can be: chi-squared, Kolmogorov-Smirnov and bin-to-bin. The2005

first two are well known statistical procedures [3] and the the tool relies on the their implemen-2006

tation provided by ROOT. The bin- to-bin test is not a traditional statistical test, but is useful2007

in case the identity of two sets of histograms is to be checked. The aforementioned tests are2008

considered to fail if their p-values are greater than a value set by the user. All the information2009

about the amount of succeeding and failing comparisons is aggregated in a hierarchical way,2010

closely following CMSSW’s subsystems.2011
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